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ABSTRACT This paper discusses the constraint data interpolation or range restricted interpolation for
surface data arranges on rectangular meshes that lie above or below an arbitrary plane and between two
arbitrary planes by using partially blended rational bi-cubic spline function with 12 parameters. Common
research in range restricted surface interpolation is to construct the constrained surface lie above linear
plane. However, in this paper, we consider the constraint surfaces up to degree three (cubic). To construct
the constrained surface with shape preserving properties, i.e., the resulting surface will lie below or above
single planes or between two respective planes, the data dependent sufficient conditions are derived on
four parameters; meanwhile, the remaining eight parameters are free parameters to change the shape of the
interpolating surface locally. The proposed scheme is tested with various types of data test, including some
well-known functions. From the numerical results, we found that the proposed scheme is easy to use, locally
control via free parameters, and require less computation compared with some existing schemes as well as
visually pleasant for visualization. Furthermore, based on root mean square error (RMSE) and coefficient
of determination (R2), the proposed scheme is better than existing scheme with the value of R2 achieved
is in between 0.9701 (97.01%) and 0.9954 (99.54%). This is quite good for range restricted surface data
interpolation since we can explain at least 97.01% of the variance in the interpolation by using the proposed
scheme. Furthermore, the proposed scheme requires less CPU time (in seconds) compared with the existing
scheme.

INDEX TERMS Constrained surface, shape preserving, interpolation, rational bi-cubic spline, local control,
constraint planes.

I. INTRODUCTION
Data constrained interpolation or range restricted interpo-
lation is an important task in the field of scientific visu-
alization and computer graphics. Generally speaking, it is
a generalization of the positivity preserving interpolation.
The interpolating curves may lie between two straight lines
and above or below arbitrary straight line or quadratic
curves. Meanwhile in the constrained surface interpolation,
researcher have considered the surface that lie above or below
space plane. In order to obtain the constrained curve and
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surface, the sufficient condition is derived on the parameters
that appeared in the description of the rational interpolant.
The interpolant can be either non-rational or rational i.e. for
non-parametric interpolation. There are many applications
for data constrained modeling. For instance, robotic move-
ments, medical imaging, surfaces with branches are examples
of range restricted problems (Goodman et al. [15]). Medical
imaging also involving some range restricted interpolation
problems especially in image zooming and refining of body
parts etc. ([25]).

In literature there are many authors that have discussed the
constrained data interpolation. For instance, Abbas et al. [1]
studies the constrained curve and surface interpolation by
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using rational cubic spline (cubic/cubic) with three parame-
ters. Asim and Brodlie [2] discussed the positivity preserving
of cubic Hermite spline by inserting one or two extra knots on
each sub-interval where the negativity is found. Asim et al. [3]
studied the use of Shepardmethod for constrained curve inter-
polation. Meanwhile Brodlie et al. [5], [6] have discussed
the positivity and constrained data visualization by using bi-
cubic spline defined function over a rectangular mesh and
Shepard interpolation family for scattered data for any dimen-
sionality. Surface interpolation also has been considered in
Constantini and Fontanella [10] andHussain and Sarfraz [16].
Chan and Ong [9] used cubic Bezier triangular interpolant
to interpolate range restricted scattered data. The interpo-
lating surface is constructed by using convex combination
from three local schemes comprising cubic Bezier triangular
patches. Duan et al. [12] and Duan et al. [11] discussed the
constrained interpolation (including convexity preserving) by
using rational cubic spline (cubic/linear) with two parame-
ters. Zhang et al. [26] has constructed the region constraint
interpolating surfaces either lie below or above plane. Their
bivariate spline is based on the true value of the function and
its partial derivatives. The main weakness is that their scheme
is global and does not allow the local shape manipulation as
well as no flexibility for geometric visualization, since there
are no free parameters.

Hussain and Hussain [17] discussed the positivity and
data constrained interpolation by using rational cubic spline
(cubic/quadratic) with two parameters. They claim their
scheme produce the surface with C1 continuity but with-
out any free parameters. Hussain et al. [18] has studied
the visualization of constrained data by using rational cubic
spline (cubic/cubic). The resulting interpolating surfaces
lying above space plane and their schemes have four free
parameters. One of the weakness of Hussain et al. [18]
scheme is that the first partial derivatives cannot be zero
otherwise the scheme cannot be applied to construct the
positive surfaces as well as the constrained surfaces above
linear plane. Hussain et al. [19] scheme is not C1 continuity.
Shaikh et al. [23] studied the constrained surface construction
by using rational cubic spline (cubic/quadratic) with eight
parameters without any free parameters.

Walther and Schmidt [24] has studied the range restricted
surface interpolation by Gregory’s rational cubic spline.
In their study, they give a larger condition for positivity
preserving. Based on the literature review, in this study,
we will have discussed the range restricted data interpo-
lation by extending the work of Karim and Kong [21]
and Karim et al. [22]. The proposed scheme does not
involve any trigonometric function as appear in the work of
Ibraheem et al. [20]. Furthermore, in this study, we dis-
cuss the range restricted data interpolation for surface data
that lie below or above any planes up to degree three; not
just above linear plane as discussed in Abbas et al. [1],
Hussain and Hussain [17] and Shaikh et al. [23].We also con-
sider the problem when the surface lies between two arbitrary
planes. These types of problems have been not discussed in

early studied in the literature. Therefore, the present study has
the objective to fill the gaps from existing schemes to produce
constrained surface below arbitrary plane as well as between
two planes.

The main outcome of the present study is listed as follows:

(a) The proposed scheme is tested for constraint sur-
face up to degree three (linear, quadratic and cubic
planes). Meanwhile in Abbas et al. [1], Hussain and
Hussain [17] and Shaikh et al. [23], they only consider
the constrained surface above linear plane.

(b) The proposed scheme can be used whether the
first partial derivatives are given or not. Meanwhile
Zhang et al. [25], [26] scheme only work if the first
partial derivative is given at the respective knots.

(c) In line with the works of Hussain and Hussain [17],
Abbas et al. [1] and Shaikh et al. [23], the proposed
scheme also work both for equally and unequally
spaced data set but Zhang et al. [25], [26] and
Duan et al. [11]–[13] only work for equally spaced data
sets.

(d) The proposed scheme in this study has the form of
cubic/quadratic while Abbas et al. [1] has the form
of cubic/cubic. Furthermore, the proposed scheme has
eight free parameters for shape modification mean-
while there are no free parameters in the works of
Shaikh et al. [23] and Hussain and Hussain [17].

(e) Knots insertions are not required as happened in Butt
and Brodlie [7] and optimization based problem also is
avoided. Meanwhile, Brodlie et al. [6] scheme requires
optimization method in order to produce the con-
strained surface interpolation.

LIST OF ABBREVIATION
3D Three Dimensional
AMM Arithmetic Mean Method
CPU Central Processing Unit
R2 Coefficient of Determination
RMSE Root Mean Square Error

LIST OF SYMBOLS

s(1)i (xi) First derivative with respect to x at
x = xi

Fxi,j Partial derivative with respect to x at(
xi, yj

)
Fxi,j Partial derivative with respect to y at(

xi, yj
)

Fxyi,j Mixed Partial derivative at
(
xi, yj

)
S (x, y) Bi-cubic partially blended rational

function over rectangular meshes
αi,j, βi,j, αi,j+1,
βi,j+1, α̂i,j, α̂i+1,j,
β̂i,j, β̂i+1,j and
ηi,j, εi,j, δi,j,
χi,j Free parameters
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hi = xi+1 − xi,
ĥj = yj+1 − yj, Step size in x/y directions.
1i,j =

fi+1−fi
hi

,

1̂i,j =
fi,j+1−fi,j

ĥj
Gradients

The remainder of the paper is organized as follows.
Section 2 is devoted for Derivative Estimation. The bivariate
rational bi-cubic spline is reviewed in Section 3. Meanwhile,
Section 4 discuss the data constrained by using bivariate
rational bi-cubic spline. Numerical results will be presented
in Section 5 including the comparison with existing schemes
in terms of RMSE, R2, CPU times (s) as well as graphically.
Finally, a summary and conclusions are given in Section 6.

II. DERIVATIVE ESTIMATION
The partial derivatives Fxi,j, F

y
i,j and F

xy
i,j , i = 01, . . . , n and

j = 0, 1, . . . ,m for 3D data can be calculated by using
Arithmetic Mean Method (AMM). The details are given as
follows (Hussain et al. [18]):

Fx0,j = 10,j +
(
10,j −11,j

) h0
(h0 + h1)

,

Fxn,j = 1n−1,j +
(
1n−1,j −1n−2,j

) hn−1
(hn−1 + hn−2)

,

Fxi,j =
1i,j +1i−1,j

2
, i = 1, 2, . . . , n− 1,

j = 0, 1, . . . ,m

Fyi,0 = 1̂i,0 +

(
1̂i,0 − 1̂i,1

) ĥ0(
ĥ0 + ĥ1

)
Fyi,m = 1̂i,m−1 +

(
1̂i,m−1 − 1̂i,m−2

) ĥm−1(
ĥm−1 + ĥm−2

) ,
Fyi,j =

1̂i,j + 1̂i,j−1

2
, i = 0, 1, 2, . . . , n,

j = 1, 2, . . . ,m− 1

and

Fxyi,j =
Fyi+1,j − F

y
i−1,j

hi−1 + hi
+
Fxi,j+1 − F

x
i,j−1

ĥj−1 + ĥj
,

for i = 1, 2, . . . , n− 1, j = 1, 2, . . . ,m− 1.
where

hi = xi+1 − xi, ĥj = yj+1 − yj,

and

1i,j =
fi+1 − fi

hi
, 1̂i,j =

fi,j+1 − fi,j
ĥj

.

III. REVIEW OF RATIONAL CUBIC AND BI-CUBIC SPLINE
INTERPOLANT
This section give the brief review of rational cubic spline
(cubic/quadratic) with three parameters initially proposed by

Karim and Kong [21]. The rational cubic spline is defined as
follows:

Given functional data {(xi, fi) , i = 0, 1, . . . , n} and first
derivatives di, i = 0, 1, . . . , n such that x0 < x1 < . . . < xn.
Let hi = xi+1 − xi,1i = (fi+1 − fi) /hi andθ = (x − xi) /hi
where 0 ≤ θ ≤ 1.

For x ∈ [xi, xi+1] , i = 0, 1, 2, . . . , n− 1

s (x) ≡ si (x) =
Pi (θ)
Qi (θ)

, (1)

where

Pi (θ)=A0 (1−θ)3+A1θ (1−θ)2+A2θ2 (1−θ)+A3θ3,

Qi (θ)= (1−θ)2 αi+θ (1−θ) (2αiβi+γi)+θ2βi.

The rational function in (1) satisfy C1 continuity:

s (xi) = fi, s (xi+1) = fi+1,

s(1)i (xi) = di, s(1)i (xi+1) = di+1, (2)

It can be shown that, the unknowns Ai, i = 0, 1, 2, 3 are given
as follows:

A0 = αifi,

A1 = (2αiβi + αi + γi) fi + αihidi,

A2 = (2αiβi + βi + γi) fi+1 − βihidi+1.

A3 = βifi+1.

where s(1)i (x) denotes the first derivative of s (x)with respect
to x and di denotes the derivative value which is given at the
knot xi, i = 0, 1, 2, . . . , n. The parameters are chosen such
that αi > 0, βi > 0 and γi ≥ 0. When αi = βi = 1 and
γi = 0 , the rational cubic interpolant in (1) is reduced to
cubic Hermite spline (Karim and Kong [21]).

A. CONSTRAINED DATA MODELING
Given the data sets(xi, fi), i = 0, 1, . . . , n that lying above the
straight line y = mx + c, such that

fi > mxi + c, i = 0, 1, . . . , n. (3)

Karim and Kong [21] have developed the following results
for data lying above arbitrary straight line sets given in (3):
Theorem 1 [21]: The piecewise C1 rational cubic spline

interpolant s (x) defined by (1) preserves the shape of the
data that lies above the straight line y = mx + c, if in each
subinterval [xi, xi+1], i = 0, 1, . . . , n − 1, the parameters
αi, βi and γi satisfy the following sufficient condition:

αi, βi > 0,

γi = υi +Max
{
0,
αi (−hidi + bi − fi)

fi − ai
,

βi (hidi+1 + ai − fi+1)
fi+1 − bi

}
(4)

where υi > 0, a = mxi + c, i = 0, 1, . . . , n − 1 and
b = mxi+1 + c, i = 0, 1, . . . , n− 1.
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TABLE 1. Data from [4].

TABLE 2. Numerical results.

B. NUMERICAL DEMONSTRATIONS
Example 1: In this subsection the numerical result for con-
strained data modeling is shown by using the data above
y = 0.5x+ 0.28 from Awang et al. [4] as shown in Table 1.

Figure 1(a) shows the example of constrained data mod-
eling by using cubic spline interpolation. Clearly the curve
in the second segment lies below the given straight line.
To improve this, the proposed scheme is applied to the same
data set. Figure 1(b) shows that, the proposed scheme pro-
duces the interpolating curve above the straight line.

C. RATIONAL BI-CUBIC SPLINE INTERPOLANT
The piecewise rational cubic spline in (1) can be extended
to bi-cubic partially blended rational function S (x, y) over
rectangular meshes. The partially blended rational bi-cubic
function over each rectangular patch [xi, xi+1] ×

[
yj, yj+1

]
,

i = 0, 1, . . . , n− 1; j = 0, 1, . . . ,m− 1 is defined as follows
(Karim et al. [22]):

S (x, y) = −AFBT , (5)

where

F =

 0 S
(
x, yj

)
S
(
x, yj+1

)
S (xi, y) S

(
xi, yj

)
S
(
xi, yj+1

)
S (xi+1, y) S

(
xi+1, yj

)
S
(
xi, yj+1

)
,

where

A =
[
−1 a0 (θ) a1 (θ)

]
,

B =
[
−1 b0 (φ) b1 (φ)

]
,

a0 (θ) = (1− θ)2 (1+ 2θ) , a1 (θ) = θ2 (3− 2θ),

b0 (φ) = (1− φ)2 (1+ 2φ), b1 (φ) = φ2 (3− 2φ),

θ =
x − xi
hi

, φ =
y− yj
ĥj

,

and

hi = xi+1 − xi, ĥj = yj+1 − yj.

FIGURE 1. Comparison of (a) Cubic Hermite spline curve [14] (b) rational
cubic spline with αi = βi = 0.25.

S
(
x, yj

)
, S
(
x, yj+1

)
, S (xi, y) and S (xi+1, y) are rational

cubic function defined on the boundary of rectangular patch
as follows: (see Figure 2 for illustration)

S
(
x, yj

)
=

3∑
k=0

(1− θ)3−kθkAk

q1 (θ)
, (6)

with

A0 = αi,jFi,j,

A1 =
(
2αi,jβi,j + αi,j + γi,j

)
Fi,j + αi,jhiFxi,j,

A2 =
(
2αi,jβi,j + βi,j + γi,j

)
Fi+1,j − βi,jhiFxi+1,j,

A3 = βi,jFi+1,j,

q1 (θ) = (1− θ)2 αi,j +
(
2αi,jβi,j + γi,j

)
× θ (1− θ)+ θ2βi,j,

S
(
x, yj+1

)
=

3∑
k=0

(1− θ)3−kθkBk

q2 (θ)
, (7)
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FIGURE 2. Rational Cubic Function Defined on Rectangular Patch
Boundary.

with

B0 = αi,j+1Fi,j+1,

B1 =
(
2αi,j+1βi,j+1 + αi,j+1 + γi,j+1

)
×Fi,j+1 + αi,j+1hiFxi,j+1,

B2 =
(
2αi,j+1βi,j+1 + βi,j+1 + γi,j+1

)
×Fi+1,j+1 − βi,j+1hiFxi+1,j+1,

B3 = βi,jFi+1,j+1,

q2 (θ) = (1− θ)2 αi,j+1 +
(
2αi,j+1βi,j+1 + γi,j+1

)
× θ (1− θ)+ θ2βi,j+1,

S (xi, y) =

3∑
k=0

(1− φ)3−kφkCk

q3 (φ)
, (8)

with

C0 = α̂i,jFi,j,

C1 =

(
2α̂i,jβ̂i,j + α̂i,j + γ̂i,j

)
Fi,j + α̂i,jĥjF

y
i,j,

C2 =

(
2α̂i,jβ̂i,j + β̂i,j + γ̂i,j

)
Fi,j+1 − β̂i,jĥjF

y
i,j+1,

C3 = β̂i,jFi,j+1,

q3 (φ) = (1− φ)2 α̂i,j +
(
2α̂i,jβ̂i,j + γ̂i,j

)
×φ (1− φ)+ φ2β̂i,j,

S (xi+1, y) =

3∑
k=0

(1− φ)3−kφkDk

q4 (φ)
, (9)

with

D0 = α̂i+1,jFi+1,j,

D1 =

(
2α̂i+1,jβ̂i+1,j + α̂i+1,j + γ̂i+1,j

)
×Fi+1,j + α̂i+1,jĥjF

y
i+1,j,

D2 =

(
2α̂i,+1jβ̂i+1,j + β̂i+1,j + γ̂i+1,j

)
×Fi+1,j+1 − β̂i+1,jĥjF

y
i+1,j+1,

D3 = β̂i,jFi+1,j+1,

q4 (φ) = (1− φ)2 α̂i+1,j +
(
2α̂i+1,jβ̂i+1,j + γ̂i+1,j

)
×φ (1− φ)+ φ2β̂i+1,j.

IV. RANGE RESTRICTED DATA INTERPOLATION
Common study in constraint surface interpolation or range
restricted is that the construction of interpolating surface lies
above a linear constraint plane. The problem statement for
constrained surface interpolation to data above arbitrary plane
can be described as follows:

Given the data,
(
xi, yi,Fi,j

)
, i = 0, 1, . . . , n; j =

0, 1, . . . ,m defined over rectangular grid. [xi, xi+1] ×[
yj, yj+1

]
, i = 0, 1, . . . , n− 1; j = 0, 1, . . . ,m− 1, the data

lie above the plane

Fi,j > Zi,j, i = 0, 1, . . . , n, j = 0, 1, . . . ,m. (10)

where Zi,j = Axi+Byj+C , constructC1 interpolating surface
such that it will be lying above the given plane.

In this study we adopted the main idea in Chan and Ong [9]
when deriving the sufficient conditions for constrained inter-
polation subject to a constraint plane up to degree three i.e.
cubic plane. The derivation of condition is slightly different
compared to the works of Abbas et al. [1], Hussain and
Hussain [17], Hussain et al. [18] and Shaikh et al. [23]. The
constraint plane Z (x, y) can be considered as piecewise par-
tially blended rational bi-cubic function. On each rectangle
meshes, the four boundary curves of the constraint plane can
be written as

Z
(
x, yj

)
=

3∑
i=0
(1− θ)3−iθ iA1i

q1 (θ)
, (11)

with

A10 = αi,jZi,j
A11 =

(
2αi,jβi,j + αi,j + γi,j

)
Zi,j + αi,jhiZ xi,j

A12 =
(
2αi,jβi,j + βi,j + γi,j

)
Zi+1,j − βi,jhiZ xi+1,j

A13 = βi,jZi+1,j
q1 (θ) = (1− θ)2 αi,j +

(
2αi,jβi,j + γi,j

)
× θ (1− θ)+ θ2βi,j;

Z
(
x, yj+1

)
=

3∑
i=0
(1− θ)3−iθ iA2i

q2 (θ)
, (12)

with

A20 = αi,j+1Zi,j+1

A21 =
(
2αi,j+1βi,j+1 + αi,j+1 + γi,j+1

)
×Zi,j+1 + αi,j+1hiZ xi,j+1

A22 =
(
2αi,j+1βi,j+1 + βi,j+1 + γi,j+1

)
×Zi+1,j+1 − βi,j+1hiZ xi+1,j+1

A23 = βi,jZi+1,j+1
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q2 (θ) = (1− θ)2 αi,j+1 +
(
2αi,j+1βi,j+1 + γi,j+1

)
× θ (1− θ)+ θ2βi,j+1

Z (xi, y) =

3∑
i=0
(1− φ)3−iφiA3i

q3 (φ)
, (13)

with

A30 = α̂i,jZi,j

A31 =
(
2α̂i,jβ̂i,j + α̂i,j + γ̂i,j

)
Zi,j + α̂i,jĥjZ

y
i,j

A32 =
(
2α̂i,jβ̂i,j + β̂i,j + γ̂i,j

)
Zi,j+1 − β̂i,jĥjZ

y
i,j+1

A33 = β̂i,j Zi,j+1

q3 (φ) = (1− φ)2 α̂i,j +
(
2α̂i,jβ̂i,j + γ̂i,j

)
×φ (1− φ)+ φ2β̂i,j;

Z (xi+1, y) =

3∑
i=0
(1− φ)3−iφiA4i

q4 (φ)
, (14)

with

A40 = α̂i+1,jZi+1,j

A41 =
(
2α̂i+1,jβ̂i+1,j + α̂i+1,j + γ̂i+1,j

)
×Zi+1,j + α̂i+1,jĥjZ

y
i+1,j

A42 =
(
2α̂i,+1jβ̂i+1,j + β̂i+1,j + γ̂i+1,j

)
×Zi+1,j+1 − β̂i+1,jĥjZ

y
i+1,j+1

A43 = β̂i,jZi+1,j+1

q4 (φ) = (1− φ)2 α̂i+1,j +
(
2α̂i+1,jβ̂i+1,j + γ̂i+1,j

)
×φ (1− φ)+ φ2β̂i+1,j

where Z xi,j and Z
y
i,j indicate the partial derivatives of Z (x, y)

with respect to x and y at the node
(
xi, yj

)
.

Let

G (x, y) = S (x, y)− Z (x, y) (15)

then the constrained surface interpolation for surface S (x, y)
that lies above the given plane Z (x, y) is reduced to the
problem of positivity preserving interpolation for new surface
G (x, y) that satisfies the following conditions:

G
(
xi, yj

)
= Fi,j − Zi,j,

Gx
(
xi, yj

)
= Sx (x, y)− Z x (x, y) = Fxi,j − Z

x
i,j,

Gy
(
xi, yj

)
= Sy (x, y)− Z y (x, y) = Fyi,j − Z

y
i,j,

Gxy
(
xi, yj

)
= Sxy (x, y)− Z xy (x, y) = Fxyi,j − Z

xy
i,j .

where Gx
(
xi, yj

)
, Gy

(
xi, yj

)
and Gxy

(
xi, yj

)
are partial

derivatives at the respective knots. Similarly, for the partial
derivatives of S (x, y) and Z (x, y).

The final interpolating surface S (x, y) can be constructed
by

S (x, y) = G (x, y)+ Z (x, y) .

Thus, the positivity preserving surface interpolation that has
been developed in Karim et al. [22] can be used to construct
the required positive interpolating surface G (x, y). All four
boundary curves can be written as follows:

G
(
x, yj

)
=S

(
x, yj

)
− Z

(
x, yj

)
=

3∑
i=0
(1− θ)3−iθ iHi

q1 (θ)
(16)

with

H0 = αi,j
(
Fi,j − Zi,j

)
H1 =

(
2αi,jβi,j + αi,j + γi,j

) (
Fi,j − Zi,j

)
+αi,jhi

(
Fxi,j − Z

x
i,j

)
H2 =

(
2αi,jβi,j + βi,j + γi,j

) (
Fi+1,j − Zi+1,j

)
−βi,jhi

(
Fxi+1,j − Z

x
i+1,j

)
H3 = βi,j

(
Fi+1,j − Zi+1,j

)
;

G
(
x, yj+1

)
= S

(
x, yj+1

)
− Z

(
x, yj+1

)
=

3∑
i=0
(1− θ)3−iθ iB1i

q2 (θ)
(17)

with

B10 = αi,j+1
(
Fi,j+1 − Zi,j+1

)
B11 =

(
2αi,j+1βi,j+1 + αi,j+1 + γi,j+1

)
×
(
Fi,j+1 − Zi,j+1

)
+αi,j+1hi

(
Fxi,j+1 − Z

x
i,j+1

)
B12 =

(
2αi,j+1βi,j+1 + αi,j+1 + γi,j+1

)
×
(
Fi+1,j+1 − Zi+1,j+1

)
−βi,j+1hi

(
Fxi+1,j+1 − Z

x
i+1,j+1

)
B13 = βi,j+1

(
Fi+1,j+1 − Zi+1,j+1

)
;

G (xi, y) = S (xi, y)− Z (xi, y)

=

3∑
i=0
(1− φ)3−iφiJi

q3 (φ)
(18)

with

J0 = α̂i,j
(
Fi,j − Zi,j

)
J1 =

(
2α̂i,jβ̂i,j + α̂i,j + γ̂i,j

) (
Fi,j − Zi,j

)
+ α̂i,jĥj

(
Fyi,j − Z

y
i,j

)
J2 =

(
2α̂i,jβ̂i,j + β̂i,j + γ̂i,j

) (
Fi,j+1 − Zi,j+1

)
− β̂i,jĥj

(
Fyi,j+1 − Z

y
i,j+1

)
J3 = β̂i,j

(
Fi,j − Zi,j+1

)
;
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G (xi+1, y) = S (xi+1, y)− Z (xi+1, y)

=

3∑
i=0
(1− φ)3−iφiS1i

q4 (φ)
(19)

with

S10 = α̂i+1,j
(
Fi+1,j − Zi+1,j

)
S11 =

(
2α̂i+1,jβ̂i+1,j + α̂i+1,j + γ̂i+1,j

)
×
(
Fi+1,j − Zi+1,j

)
+ α̂i+1,jĥj

(
Fyi+1,j − Z

y
i+1,j

)
S12 =

(
2α̂i+1,jβ̂i+1,j + β̂i+1,j + γ̂i+1,j

)
×
(
Fi+1,j+1 − Zi+1,j+1

)
− β̂i+1,jĥj

(
Fyi+1,j+1 − Z

y
i+1,j+1

)
S13 = β̂i+1,j

(
Fi+1,j+1 − Zi+1,j+1

)
.

Thus, by using Theorem 2 in Karim et al. [22], the condi-
tions forG

(
x, yj

)
,G

(
x, yj+1

)
,G (xi, y) andG (xi+1, y) to be

positive are

B1i > 0, Hi > 0, Ji > 0, S1i > 0. (20)

The results are stated in the following theorem.
Theorem 2: The piecewise partially blended rational bi-

cubic function S (x, y) in (1) defined over the rectangle
[xi, xi+1]×

[
yj, yj+1

]
, i = 0, 1, . . . , n−1; j = 0, 1, . . . ,m−1,

lying above the constraint plane Z (x, y), if the parameters
satisfy the following conditions:

αi,j > 0, αi,j+1 > 0, βi,j > 0, βi,j+1 > 0,

α̂i,j > 0, α̂i+1,j > 0, β̂i,j > 0, β̂i+1,j > 0,

γi,j = ηij +Max {0,K10,K11},

γi,j+1 = εij +Max {0,K12,K13},

γ̂i,j = δij +Max {0,K14,K15} ,

γ̂i+1,j = χij +Max {0,K16,K17}. (21)

with

K10 = −αi,j

hi
(
Fxi,j − Z

x
i,j

)
Fi,j − Zi,j

+
(
2βi,j + 1

),
K11 = βi,j

hi
(
Fxi+1,j − Z

x
i+1,j

)
Fi+1,j − Zi+1,j

−
(
2αi,j + 1

),
K12 = −αi,j+1

hi
(
Fxi,j+1 − Z

x
i,j+1

)
Fi,j+1 − Zi,j+1

+
(
2βi,j+1 + 1

),
K13 = βi,j+1

hi
(
Fxi+1,j+1 − Z

x
i+1,j+1

)
Fi+1,j+1 − Zi+1,j+1

−
(
2αi,j+1 + 1

),
K14 = −α̂i,j

 ĥj
(
Fyi,j − Z

y
i,j

)
Fi,j − Zi,j

+

(
2β̂i,j + 1

),

K15 = β̂i,j

 ĥj
(
Fyi,j+1 − F

y
i,j+1

)
Fi,j+1 − Zi,j+1

−
(
2α̂i,j + 1

),
K16 = −α̂i+1,j

 ĥj
(
Fyi+1,j − Z

y
i+1,j

)
Fi+1,j − Zi+1,j

+

(
2β̂i+1,j + 1

),
K17 = β̂i+1,j

 ĥj
(
Fyi+1,j+1 − Z

y
i+1,j+1

)
Fi+1,j+1 − Zi+1,j+1

−
(
2α̂i+1,j + 1

).
for ηi,j > 0, εi,j > 0, δi,j > 0, χi,j > 0.

Proof: We just show the proof for G
(
x, yj

)
> 0. The

other three boundary curves will follow similarly.
Now, G

(
x, yj

)
> 0 if and only if Hi > 0, i = 0, 1, 2, 3.

Clearly H0 > 0 because Fi,j − Zi,j > 0 and H3 > 0 since
Fi+1,j − Zi+1,j > 0. Therefore, the sufficient condition for
G
(
x, yj

)
> 0 can be derived from inequalities:

H1 > 0⇒
(
2αi,jβi,j + αi,j + γi,j

) (
Fi,j − Zi,j

)
+αi,jhi

(
Fxi,j − Z

x
i,j

)
> 0

and

H2 > 0⇒
(
2αi,jβi,j + βi,j + γi,j

) (
Fi+1,j − Zi+1,j

)
−βi,jhi

(
Fxi+1,j − Z

x
i+1,j

)
> 0

Simplifies both inequalities lead us to:

γi,j > Max {0,K10,K11}

where

K10 = −αi,j

hi
(
Fxi,j − Z

x
i,j

)
Fi,j − Zi,j

+
(
2βi,j + 1

),
K11 = βi,j

hi
(
Fxi+1,j − Z

x
i+1,j

)
Fi+1,j − Zi+1,j

−
(
2αi,j + 1

).
which can be written as

γi,j = ηij +Max {0,K10,K11}

for ηi,j > 0.
Similarly, we will obtain the remaining three conditions.
This completes the proof.
Algorithm I below can be used to construct the constrained

interpolation for data lie above the given plane.
Remark 1: Case for constrained surface lie below arbi-

trary plane can be derived in the same manner as for above
arbitrary plane. Algorithm I can be modified to accom-
modate for constrained surface lie below or between two
planes.

V. NUMERICAL RESULTS
In this section, we test the capability of the proposed
scheme by using five well-known data sets obtained from
some established schemes as well as our own test function.
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Algorithm 1 Construction of the Constrained Interpolation

Input: 3D data points
(
xi, yj,Fi,j

)
, i = 0, 1, . . . , n;

j = 0, 1, . . . ,m and the constraint plane Z (x, y) such that
Fi,j > Zi,j.
Step 1: For i = 0, 1, . . . , n; j = 0, 1, . . . ,m
Calculate the first derivative values Fxi,j and F

y
i,j by using

AMM and the first derivative values Z xi,j and Z
y
i,j.

Step 2: For i = 0, 1, . . . , n− 1; j = 0, 1, . . . ,m− 1
Choose suitable values for parameters αi,j, βi,j, αi,j+1,
βi,j+1, α̂i,j, α̂i+1,j, β̂i,j, β̂i+1,j and ηi,j, εi,j, δi,j, χi,j. Compute
the values of parameters γi,j, γi,j+1, γ̂i,j, γ̂i+1,j by using
Condition (21).
Step 3:Construct the constrained interpolating surface lies
above the plane Z (x, y) by substituting all the required
parameters into the partially blended rational bi-cubic
spline function defined by (5).
Output: Constrained interpolating surface lying above the
constraint plane

TABLE 3. Constrained surface data from function F
(
x, y

)
.

TABLE 4. Data from plane Z = 1− x
6 −

y
6 ,1 ≤ x, y ≤ 6.

In Examples 2 and 3, we consider the data that lies above a lin-
ear plane. Meanwhile in Examples 4 and 5, we consider when
the data lie above quadratic and cubic planes, respectively.
Finally, in Example 6, we implement the proposed scheme
for the data lie between two planes. MATLAB 2015 version
installed on Intelr Core TM i5-3470 3.20GHz is used to
produce all graphical and numerical results.
Example 2: A constrained data points from the following

function is truncated to four decimal places [1].

F (x, y) = sin (x) cos (y)+ 1.2, 1 ≤ x, y ≤ 6 (22)

Figure 3 shows the true surface of function F (x, y) which
is above the constraint plane Z = 1− x

6 −
y
6 .

FIGURE 3. True function F
(
x, y

)
and constraining surface.

TABLE 5. Constrained surface data from function F2
(
x, y

)
.

The default of bi-cubic Hermite spline is shown
in Figure 4(a). Figure 4(b) shows the xz-view and Figure 4(c)
shows the other view for Figure 4(a) respectively. Figure 4(c)
clearly show that the interpolating surface lies below the
plane. This flaw is recovered nicely by using the proposed
scheme in this study as shown in Figure 5. Figure 5(a) shows
the constrained data modeling by using the proposed rational
bi-cubic spline with αi,j = βi,j = 1.5, α̂i,j = β̂i,j = 1.5,while
Figure 5(b) shows the xz-view for Figure 5(a) respectively.
Figure 5(c) shows that the resulting interpolating surface by
usingAbbas et al. [1] scheme. Furthermore, the absolute error
surface of function F (x, y) by using the proposed method is
shown in Figure 6.
Example 3: A constrained data points from the following

function is truncated to four decimal places ([1]).

F2 (x, y) = sin (x)− cos (y)+ 2.97, (23)

Figure 7 shows the true surface of function F2 which is
above the constraint plane Z = 1 − x

6 −
y
6 ,−3 ≤ x, y ≤ 3.

Figure 8(a) shows the default bi-cubic Hermite spline for the
constrained data given in Table 5.

Figure 8(b) shows the xz-view and Figures 8(c) and 8(d)
show the other view for Figure 8(a) respectively. Some part of
the interpolating surface lies below the given plane as shown
in Figure 8(d).

Figure 9 shows the constrained data modeling by using the
proposed rational bi-cubic spline with αi,j = βi,j = 1.5,
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FIGURE 4. Bi-cubic Hermite surface.

α̂i,j = β̂i,j = 1.5. Meanwhile Figure 9(b) and 9(c) show
the xz-view and other view for Figure 9(a) respectively.
Figure 9(d) shows that the resulting interpolating surfaces
lying above the given plane. Finally Figure 9(e) shows the
surface by using Abbas et al. [1] scheme. Both schemes are

FIGURE 5. Interpolating surfaces for Example 2.

capable to preserves the shape of the data. Figure 10 shows the
absolute error surface of function F2 by using the proposed
method.
Example 4: The following example consider the con-

strained data points from surface F3 (x, y)and lies above the
quadratic plane Z (x, y) given in Equations (24) and (25)
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FIGURE 6. Error surface of F
(
x, y

)
using the proposed scheme.

TABLE 6. Data from plane Z = 1− x
6 −

y
6 ,−3 ≤ x, y ≤ 3.

FIGURE 7. True function F2
(
x, y

)
and constraining surface.

respectively.

F3 (x, y) = sin (x) cos (x)+ 0.35, −3 ≤ x, y ≤ 3

(24)

Z (x, y) = −0.55x2 − 1.35x − 0.2xy− 0.2y− 1.39 (25)

The first partial derivative for the quadratic plane Z (x, y) are
calculated analytically from the original plane. For instance

Zx (x, y) = −1.1x − 1.35− 0.2x

FIGURE 8. Bi-cubic Hermite Surface.

and

Zy (x, y) = 0.2x − 0.2
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FIGURE 9. Interpolating surfaces for Example 3.

Figure 11 shows the true surface of function F3 which is
above the constrained plane

Z (x, y) = −0.55x2 − 1.35x − 0.2xy− 0.2y− 1.39

FIGURE 10. Error surface of F2 using the proposed scheme.

TABLE 7. Constrained surface data from function F3
(
x, y

)
.

TABLE 8. Data from plane Z
(
x, y

)
= −0.55x2 −

1.35x − 0.2xy − 0.2y − 1.39.

Figure 12 (a) shows the default bi-cubic Hermite spline for
the constrained data given in Table 7.

Figure 12(b) shows the xz-view for Figure 12(a). From
the figures, some part of the interpolating surface through
bi-cubic Hermite lying below the given plane. Figure 13(a)
shows the constrained data modeling by using the proposed
rational bi-cubic spline with, while Figure 13(b) shows the xz-
view for Figure 13(a). Figure 13(a) and 13(b) show that the
resulting interpolating surfaces lying above the given plane.
Figure 14 shows the absolute error surface of function F3 by
using the proposed scheme in this study.
Example 5: Our next example consider the constrained

data points from surface F4 (x, y) and lies above the cubic
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FIGURE 11. True surface F3
(
x, y

)
and constraining surface.

FIGURE 12. Bi-cubic Hermite Surface.

planeZ (x, y) given in Equations (26) and (28) respectively.

F4 (x, y) = 1.025− 0.75e
(
−(6x−1)2+(6y−1)2

)
+ 0.5e

(
−(10x−4)2−(10y−7)2

)
(26)

− 0.5e
(
−(9x−7)2+(9y−3)2/4

)
− 0.75e

(
−(9x+1)2/49−(9y+1)/10

)
(27)

Z (x, y) = 3x3 + 5.5x + 0.2xy− 2.25y+ 0.08 (28)

FIGURE 13. Interpolating surfaces for Example 4.

FIGURE 14. Error surface of F3 using the propose scheme.

Figure 15 shows the true surface of function F4 which is
above the cubic constraint surface.

Z (x, y) = 3x3 + 5.5x + 0.2xy− 2.25y+ 0.08.

VOLUME 7, 2019 105003



S. A. A. Karim et al.: Range-Restricted Surface Interpolation Using Rational Bi-Cubic Spline Functions With 12 Parameters

TABLE 9. Constrained surface data from function F4
(
x, y

)
.

TABLE 10. Data from plane Z
(
x, y

)
= 3x3 + 5.5x + 0.2xy − 2.25y + 0.08.

TABLE 11. Data for example 6.

Figure 16(a) shows the default bi-cubic Hermite spline the
constrained data given in Table 9. Figure 16(b) shows the
xz-view for Figure 16(a). Some part of the interpolating
surface through bi-cubic Hermite lying below the given plane
as shown in Figure 16(b). Figure 17(a) shows the constrained
data modeling by using the proposed rational bi-cubic spline,
while Figure 17(b) shows the xz-view of Figure 17(a). Clearly
seen, the resulting interpolating surface lie above the given
cubic plane. Figure 18 shows the absolute error surface of
function F4 by using the proposed scheme.
Example 6: Our final example considers the following

function

F5 (x, y) =



1.0,
if (y− x) ≥ 0.5

2 (y− x) ,
if 0 ≤ (y− x) ≤ 0.5

cos
(
4π
√
(x − 1.5)2 + (y− 0.5)2

)
+ 1

2
if (x − 1.5)2 + (y− 0.5)2

0
elsewhere on [0, 2]× [0, 2]

the constant plane chosen as follows:
Upper Plane: z = 1
Lower Plane: z = 0

FIGURE 15. True surface F4
(
x, y

)
and constraining surface.

FIGURE 16. Bi-cubic Hermite Surface. (a) Bicubic Hermite Surface.
(b) xz-view of (a).

Figure 19 shows the examples of constrained surface
produced by bi-cubic Hermite surface as well as the pro-
posed scheme. Meanwhile, Figure 20 shows the constrained
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FIGURE 17. Interpolating surfaces for Example 4.

FIGURE 18. Error surface of F4 using the propose scheme.

surface between two planes produced by using bi-cubic
Hermite and the constructed rational bi-cubic spline. From
Figures 20(a) and 20(a), clearly seen that, bi-cubic Hermite

FIGURE 19. Constrained surface below the plane.

surface is unable to produce constrained surface. But by
using the proposed scheme in this study, the produced sur-
face satisfies the range restricted shape preserving properties.
Figure 20(b) shows that, we obtain surface lie between two
planes.

To measure the effectiveness of the proposed scheme,
we calculate R2, RMSE and CPU Times in seconds. Table 12
shows the error estimation between the proposed scheme and
Abbas et al. [1] scheme.
Based on the result from Table 12, for the constrained

interpolation in Example 2 and Example 3, the proposed
scheme is better than Abbas et al. [1] scheme in the sense
of CPU times measured in seconds. For both examples,
the proposed scheme requires less computation time than
Abbas et al. [1]. In terms of R2 and RMSE, for Exam-
ple 2, the proposed scheme is better. But for Example 3,
Abbas et al. [1] scheme has lower RMSE i.e. 0.0093 while the
proposed scheme has the value 0.0145. But from the Figures,
based on graphical displays, both schemes produce equally
visually pleasant interpolating surface. For Examples 4 and 5,
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FIGURE 20. Constrained surface between two planes.

TABLE 12. Error estimation.

Abbas et al. [1] is not be implemented. This is due to the
fact that their scheme is only capable to construct constrained
surface above linear plane only. We implement the proposed
scheme in this study for the constraint surfaces are quadratic

and cubic planes, respectively. From the results, we found
that, the proposed scheme has the ability to preserve the
shape of the data and better than Abbas et al. [1] in terms
of CPU time, RMSE and R2. Furthermore, we also tested the
proposed scheme for constrained surface interpolation sub-
ject to range restricted below plane and between two planes.
Figures 18 and 19 shows the results. Numerical results also
show that, the proposed scheme give higher accuracy with
higher R2 value i.e. between 0.9701 (97.01%) and 0.9954
(99.54%). This is very good for constraint surface or range
restricted data interpolation.

VI. CONCLUSIONS
This paper discusses the application of partially blended
rational bi-cubic spline with twelve parameters on rectan-
gular meshes for constrained data modeling. The sufficient
conditions are derived on four parameters meanwhile the
remaining eight parameters can be further utilized to obtain
the desired constrained interpolating surfaces. The resulting
surface is guaranteed hasC1 continuity by extending themain
result from Casciola and Romani [8]. From numerical results
and the comparison with existing schemes we conclude
that the proposed schemes work very well and it is easy
to use, require less computation compared to the work of
Hussain et al. [17] and Abbas et al. [1]. Furthermore,
the proposed scheme has eight free parameters while there
are no free parameters in the works of Hussain et al. [18],
Hussain et al. [19], and Shaikh et al. [21]. We also
have considered the constrained interpolation above
quadratic and cubic plane, meanwhile in the works of
Hussain and Hussain [18], Abbas et al. [1], Shaikh et al. [21]
and Hussain and Hussain [17], they only consider the con-
strained interpolation above linear plane. Thus, the results
presented in this study is more generalize than those men-
tioned schemes. Furthermore, for all examples, the proposed
scheme gives very higher R2 value. Based on all measure-
ments and validation, we conclude that the proposed scheme
is better than some existing scheme. The main future work
will be on applying the proposed schemes for industrial based
applications such as in robotics and manufacturing as well as
in medical image processing, for instance image refinement
and image scaling.
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