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Abstract Digital holography is a technology with a po-
tential to provide realistic 3D images. However, generation
of digital holograms is a computationally demanding task.
Thus, the performance is a major concern. We propose a new
method that reduces spatial resolution in order to accelerate
hologram generation. It employs the propagation between
parallel planes for efficient optical field values evaluation
and a computer graphics approach for approximating visibil-
ity. Our results show that the proposed reduction has only a
minimal impact on the visual quality, while the formal com-
putational complexity confirms performance improvement.

Keywords Digital holography · Hologram generation

1 Introduction

Holography [8] is a technique that allows one to store in-
formation about light propagating from a scene into a holo-
gram. From the hologram it is possible to reconstruct the
original light and thus to create an image of the scene. It
is a principle similar to photography. Photography, however,
only captures the intensity of an image created on a film by a
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lens. As a result, the image contains only one view direction
and one depth of field. A hologram, on the other hand, uses a
special optical setup to capture not only an intensity but light
propagation directions as well. Therefore the reconstructed
image provides a range of view directions and depths of field
to a viewer. As a consequence, the image contains all depth
cues available in the real world.

The features stated above render holography into a tech-
nology interesting for three-dimensional (3D) display. How-
ever, for eligible application, the holography needs to be
digitized first. The digitization of holography brings new
problems that are dealt with by the digital holography dis-
cipline. One particular problem is the generation of digital
holograms of virtual scenes. In this paper we propose a so-
lution of this problem.

In holography, light propagating from a scene is consid-
ered as an optical field. A monochromatic optical field in
vacuum is at each point of space determined by an ampli-
tude and a phase. When a hologram is taken, each point of its
surface records information about the amplitude and phase
of the optical field at that location. In digital holography,
a hologram is usually discretized into a planar regular grid
of points. The first step of the digital hologram generation
is calculation of optical field values at the discrete hologram
points. The second step is encoding the values into the dig-
ital hologram. This step is trivial compared to the first step
and out of the scope of this paper. More information about
the second step can be found in [9].

One of the reasons that make the digital holography so
problematic is the large number of points a discrete holo-
gram is composed of. To properly sample the high frequen-
cies contained in an optical field, the pitch between points
needs to be in an order of micrometers or less. Throughout
this paper we use a quite large pitch 7 µm because it is sup-
ported by a device that allows printing a calculated hologram
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and that we had a limited access to. If we apply this pitch to
a 17-inch “holographic” LCD, we would end up calculat-
ing almost 2×1010 hologram points. This is almost 1,000×
more points than current 17-inch LCDs have.

Another complication is that an optical field contains dis-
turbances that have a complicated structure. Fortunately, the
corresponding mathematical model [9] allows us to express
one complicated disturbance as a sum of simpler ones, each
of them described using an analytic function. One such sim-
ple disturbance is generated by a point light source (PLS).
As a result, a cloud of PLS can be substituted for a virtual
scene geometry, and the resulting optical field is a sum of
individual disturbances generated by PLS.

The disadvantage of calculating optical field values from
a cloud of PLS is the need to use a large number of sources in
order to represent the original continuous surface accurately.
However, if there are planar surfaces in the scene, then val-
ues of their optical fields at hologram points can be calcu-
lated all at once using methods exploiting the Fourier trans-
formation, i.e., propagation in angular spectrum or Fresnel’s
approximation [9]. Such methods are convenient because in
the discrete case the application of the fast Fourier transform
(FFT) algorithm greatly accelerates the generation process.
The application of the FFT requires PLS to be organized in
a regular planar grid.

The digital hologram generation methods based on the
FFT perform best when objects in a scene consist of pla-
nar surfaces as large as possible. This requirement is con-
tradicted by the shape richness of objects usual in realistic
scenes. Further, the requirement is especially inconvenient
for solving visibility, i.e., checking direct visibility between
each PLS and each point of a hologram. In general, solving
visibility for the whole grid of PLS is more complex [21, 22]
than solving visibility for only one PLS [29].

In this paper we propose a method for digital hologram
generation that combines the simplicity of the PLS visibility
solution and the speed of the FFT based approach for evalu-
ating optical field values from a regular planar grid of PLS.
The method also exploits the limited resolution of a human
visual system [17], and at several stages of the generation
process the solution precision is intentionally reduced. We
show that the proposed method provides a faster solution
compared to the methods working with a cloud of PLS, and
simultaneously the method avoids visibility solution pitfalls
involved in methods based on the FFT. This combination of
approaches outperforms both the PLS and FFT-based meth-
ods, and this is the main contribution of the paper.

The main purpose of this paper is to present a new
approach for fast generation of digital holograms. There-
fore, the paper contains only a brief introduction into the
computer-generated holography problematic. We designed
the paper to focus on the algorithm rather than the physical
model of both light behavior and interaction with a surface.

Even though underlying physics is presented in one of sec-
tions, it is not essential for the description of the proposed
method.

Section 2 gives a brief overview of holography mathe-
matics used by the proposed method. In Sect. 3 we provide
an overview of relevant previous work. The detailed descrip-
tion of the principle and practical implementation are elab-
orated in Sects. 4 and 5, respectively. A computational com-
plexity of the method including a formal comparison to a
method working with a cloud of PLS and a method work-
ing with FFT is presented in Sect. 6. The paper is concluded
by presenting reconstruction of results in Sect. 7 and giving
conclusions in Sect. 8.

2 Brief introduction to holography

In this section we present a brief introduction to a part of the
holography mathematics that is exploited by our approach.
The information provided constitute the most basic princi-
ples used in computer-generated holography. Readers expe-
rienced in this field may skip this section, and for others, we
recommend [9, 10] for more thorough reading.

Let us first introduce a physical background of a point
light source. In our case we use a monochromatic PLS emit-
ting a spherical wave that is superimposed on the optical
field [9], and we examine PLS at the plane κ : z = 0. With
en exception of a close neighborhood of PLS, the emitted
wave that is added to the optical field at the plane κ : z = 0
is

u(x, y) = A

r
exp

[
i(kr + ϕ)

]
, k = 2π

λ
, (1)

where r is the distance between a point at (x, y,0) and PLS,
A = I 1/2, I is an intensity of PLS detected at a surface of a
unit sphere centered around PLS, ϕ is the phase of the wave
emitted from PLS, λ is a wavelength of the radiation emitted
from PLS, and i is the imaginary unit.

An optical field generated by a cloud of PLS can be ap-
proximated as a superposition of optical fields. Every of
those fields is computed according to (1). Let us illustrate
it with a cloud of two PLS. We are able to express an op-
tical field value uz(x, y) generated on the plane κ : z = 0
by PLS located at (0,0, z), where z ∈ R. When the first
PLS is located at (α,β, γ ) and the second PLS is located
at (a, b, c), the resulting optical field value at the plane κ is
u(x, y) = uγ (x − α,y − β) + uc(x − a, y − b).

Let us now consider a special case that is significant
for the presented method. Let all calculated samples umn

be located at points umn of a regular grid on the plane
κ : z = 0, and let all PLS in the cloud be located at points
vmn of a rectangular grid on the plane ρζ : z = ζ . Let us
assume that there are M × N points, where both M and
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N are even integers, and thus m ∈ [− 1
2M, 1

2M − 1] and
n ∈ [− 1

2N, 1
2N − 1]. Even though this case can be solved

using the superposition mentioned above, there is a more ef-
ficient method. If the grid points on the plane ρ overlap with
the grid points on the plane κ when orthogonally projected,
it is possible to use a method known as propagation of the
angular spectrum [9]. The description follows.

Let V be the values of a discrete optical field at points
(PLS) vmn, and let U be the unknown values of the same
optical field at samples umn. First, we express the values V

in the frequency domain using the Fourier transform, i.e.,
V = FFT{V }. A single frequency of the spectrum can be in-
terpreted as a planar wave that deviates from the normal of
the plane ρζ by a given angle. The frequency spectrum of the
optical field values is referred to as the angular spectrum.
Second, we apply a propagation operator H(ζ ) such that
U = V � H(ζ ), where � denotes element-wise multiplication,
the propagation operator is a matrix H(ζ ) = [hmn], and

hmn = exp

{
−i2πζ

[
1

λ2
−

(
m

X

)2

−
(

n

Y

)2] 1
2
}
, (2)

where X = 2DxM and Y = 2DyN . We obtain the optical
field values at points umn as U = FFT−1{U }. This speeds up
significantly the calculation of the optical field in a discrete
environment because it uses FFT. However, it is valid only
for the two-plane case that is described above.

3 Previous work

The area of digital hologram generation is essential to digital
holography, and therefore there is a wide range of solutions
in the literature. For the purposes of this paper, only solu-
tions working with a cloud of PLS and solutions exploiting
FFT are relevant.

The principle of calculating optical field values from a
cloud of PLS is simple. The optical field of one PLS is de-
scribed analytically, and the final optical field is obtained
as superposition [9] of the individual PLS optical fields, see
Sect. 2. The very problem of the principle is a high number
of sources required for representing the originally continu-
ous surface. Various methods based on this principle there-
fore focus on acceleration that is usually linear.

The most frequently used acceleration approach is ex-
ploitation of the Fresnel approximation [11, 24, 27, 31],
which employs the Taylor series for simplifying the calcula-
tion of the optical field values of a PLS. The Fresnel approx-
imation is applicable only for smaller scenes rather distant
from the hologram plane [9]. There is also a possibility to
approximate the optical field function by a piecewise linear
function [13] or by an iterative scheme [11, 23]. Another
option is moving the calculation to the distributed environ-
ment [12, 24] and to the graphics processing unit (GPU)

[1, 12, 14, 19, 25, 27]. The GPU-aided calculation provides
results in a real time for small holograms (1,024 × 1,024)
and a small number of PLS (thousands). Similar perfor-
mance could be also achieved by employing a specialized
hardware (HW) [11].

More significant acceleration could be achieved only by
reducing the information stored in a hologram, e.g., by sacri-
ficing the vertical parallax [17, 29]. By doing so, the compu-
tational complexity of the generation process is reduced by
one order of magnitude, and when special output device [18]
is employed, it is possible to achieve interactive generation
and displaying. The obvious disadvantage of this approach
is the vertically fixed viewing angle.

The listed methods use geometric optics for evaluating
visibility [12, 29, 32]. If a scene is sufficiently small, it is
possible to evaluate the visibility only once from some fixed
viewpoint [13] without degrading the quality of the recon-
structed image significantly. If the scene is larger, it is nec-
essary to solve the visibility from more than one viewpoint
[12, 29, 32].

In contrast to the methods that operate with a cloud of
PLS, the solutions exploiting FFT allow calculating optical
field values on a hologram plane from PLS on a source plane
with the computational complexity of the FFT. The basic
FFT applications assume that both the hologram plane and
the source plane are parallel [9]. More advanced applica-
tions allow mutual tilting [5, 20–22, 28], which, however, in-
troduces information loss due to angular spectrum deforma-
tion. The loss can be reduced by using a analytic expression
for an angular spectrum of a triangle [2, 15]. This, however,
leads to a loss of diffusivity of the surface and thus compli-
cates observation of the hologram by a human viewer [16].
The serious problem of the FFT-based methods remains the
visibility solution [21] that is sometimes almost ignored [2].
While the optical field values resulting from a planar shape
are calculated in the frequency domain, the visibility of the
same shape needs to be evaluated in the spatial domain. This
leads to a multiple application of FFT and incorporation of
the painter’s algorithm [30].

To avoid any confusion, we would like to explicitly state
how the new proposed method is related to our previous
method [12]. While both methods follow the same goal and
physical principle, they differ in the approach to a surface di-
vision and the approach to light propagation. In our previous
method, the surface division is created during execution of
the algorithm and directly relies on a pure ray-casting as well
as the visibility does. The method is easily distributed and
allows calculating nonplanar holograms. The method resem-
bles a PLS-based renderer that needs parallel environment
to run efficiently. On the other hand, the newly proposed
method incorporates FFT-based approach, and it allows us
to choose the level of detail and thus is faster on a single
machine. We consider the possibility to choose the level of
detail as the most important feature of this new method.
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4 Principle description

In this section we present the basic principles of our method.
We define the digital hologram generation task. Then the
description of the significant stages of the method follows.
For the sake of simplicity, we restrict the description to bare
principles. The details of execution are provided in the next
section.

The goal of the digital hologram generation task is to cal-
culate values of the optical field generated by a virtual scene
at all digital hologram points. The virtual scene consists of
nonintersecting objects that are defined by their surface. The
surfaces are represented as a triangular mesh. For our pur-
poses, a triangular mesh consists of a set of vertices and a set
of triangles. Each triangle is defined by three vertices and is
oriented, hence the surface normal can be uniquely deter-
mined at every point of the mesh. This representation is the
most usual one in computer graphics, and we comply to this
standard.

The first step of our method is to express the compli-
cated optical field generated by a triangular mesh as a sum
of simpler ones, i.e., to decompose the mesh into a set of
simple building elements. Some methods choose the PLS
to be the element because the optical field of PLS is de-
scribed by a simple function (see Sect. 2), and the visibil-
ity of PLS is easily solved by applying ray-casting: a ray
is cast from each hologram point towards each PLS, and if
the ray intersects the original mesh, the corresponding holo-
gram point is kept unaffected. Notice the difference when
compared to the process of classical 2D image generation,
where one point of a surface (PLS) is projected into one
point of the generated image, i.e., only one visibility test
is required. When holography is concerned, one PLS affects
all hologram points, which inherently increases the process-
ing complexity by two orders of magnitude.

We also follow the decomposition principle, but instead
of PLS we choose a planar patch as the building element.
This results in less building elements (one patch replaces
many PLS) and inherently less visibility tests providing each
patch is still small enough to be considered as a single PLS
when solving its visibility. We further reduce the number of
visibility tests by grouping the hologram points into cells of
a coarser grid that we refer as a visibility grid. All points in
one cell of the visibility grid share the result of a visibility
test after the test is evaluated. Nevertheless, the disadvantage
of the planar patch is a complex calculation of its optical
field. We overcome this problem by discretizing each patch
into a regular planar grid of points and calculating the optical
field values using the fast approach of FFT-based methods.

Let us elaborate on the principle described above, but first
we formalize the parameters of the digital hologram gener-
ation method. We assume the left-handed coordinate sys-
tem where Y-axis points up, X-axis points right, and Z-axis

points from a digital hologram towards the scene. Note that
whenever a viewer-dependent orientation term is used, the
viewer is assumed to be located at (0,0,−∞) and is look-
ing in the Z-axis direction.

The digital hologram is a regular rectangular planar grid
of points at the plane κ : z = 0. The resolution of the grid is
M × N , where both M and N are even integers. The loca-
tion umn of one point is (mDx,nDy,0), where Dx is a pitch
between the points in the X direction, Dy is a pitch in the Y
direction, and m ∈ [− 1

2M, 1
2M − 1], n ∈ [− 1

2N, 1
2N − 1],

m,n ∈ Z.
The visibility grid is a structure constructed of hologram

points. Each cell of the visibility grid consists of E×E holo-
gram points. In the rest of the paper we will denote the visi-
bility grid as Gκ and the grid cells as glo where the variable
subscripts l and o are the column index and the row index
to Gκ , respectively. The center glo of the cell glo is located
at the plane κ , i.e., glo = (lEDx,oEDy,0). The notation is
illustrated in Fig. 1.

As we already mentioned, in the initial stage of the
method we approximate objects using a cloud of simpler
building elements, i.e., planar patches in our case. Such an
approximation can be done in various ways; we, however,
have decided to perform it as follows. All patches are ori-
ented to be parallel to the plane κ . This simplifies the calcu-
lation of optical field values that are generated by the patch.
Besides that, all planar patches used as building elements
have the same size: EDx × EDy . It is not a coincidence that
this size matches the size of the visibility grid cell because
the size EDx × EDy constitutes the smallest spatial detail
and it is a parameter for our method. The fact that the size
of a patch matches the size of the smallest detail allows us
to treat each patch as PLS when solving visibility and illu-
mination (the illumination is discussed in Sect. 5).

The relation between patches and the visibility grid is
tightened even more by restricting the position of each patch

Fig. 1 Organization and notation of the hologram points as used in
the paper, i.e., M denotes the number of columns of points, N de-
notes the number of rows of points, E denotes the number of rows and
columns of points in one visibility grid cell, Dx denotes the pitch be-
tween columns of points, Dy denotes the pitch between rows of points,
and EDx and EDx are the dimensions of one visibility grid cell
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Fig. 2 Process of approximating objects by a cloud of patches.
(a) A scene with a single convex object that is to be approximated.
(b) A pillar p0

lo is a cuboid segment of the cell glo extruded in the direc-
tion of the Z-axis. (c) The object is completely approximated by pillars
and (d) for each pillar a patch is placed in the location of front-facing
cap

in X and Y directions so that each patch matches one of the
visibility grid cells when projected to κ . Since more than one
patch may match with the same cell, we denote the d th patch
matching with the cell glo as the patch ed

lo. The tight relation
of the patches and the visibility grid allows us to solve the
visibility more easily as we show later in this section.

For the purposes of the visibility solution and the means
of creating the patches, we establish the concept of a pillar.
A pillar is a cuboid segment of a cell glo extruded in the
direction of the Z-axis. The pillar sides parallel with κ are
the important ones. Providing all pillars are located com-
pletely behind κ with respect to the viewer, we denote the
cap closer to κ as a front-facing cap and the cap farther from
κ as a back-facing cap. The positions of the caps along the
Z-axis are determined from the intersection of the extruded
cell and the scene geometry. The process of a pillar creation
is illustrated in Fig. 2(a–c). The exact calculation of the caps
positions is not vital for the method principle, so we discuss
it later in Sect. 5.

The number of pillars generated per cell depends on the
geometry as depicted in Fig. 3, and therefore we denote the
d th pillar corresponding to the cell glo as pd

lo, see Fig. 2(b).
The pillars and patches are directly related. The front-facing
cap position of each pillar pd

lo specifies the location of a
patch ed

lo as depicted in Fig. 2(d). The geometry approxi-
mation error we cause by using the patches depends on the
obliqueness of the mesh faces with respect to the plane κ . As
a consequence, the faces perpendicular to the plane κ are ef-
fectively neglected. Since this issue can be handled without

Fig. 3 (a) A top-down view of the situation from Fig. 2 for a fixed
visibility grid index o showing a single pillar per cell, and (b) more
complicated scene showing multiple pillars per cell. Dash-dotted line
corresponds with the cross-section of the scene geometry. Notice that
a center of a cell glo along the X-axis is located at x = (l + 1

2 )EDx

Fig. 4 (a) Ray-casting based visibility solution for a single PLS p,
and (b) our approximation using the visibility grid. (a) While PLS p is
not visible from the point umn using ray casting based solution, (b) our
approximation leads to a different result for the point umn because the
point belongs to the cell glo . This error can be interpreted as a defor-
mation of an obstacle, i.e., a black filled portion of the obstacle is not
considered. Notice that the point umn along the X-axis is located at
x = mDx and that the center of a cell glo along the X-axis is located at
x = (l + 1

2 )EDx

altering the very principle of our method, we have decided
not to discuss it in this paper for the sake of presentation
clarity.

The close relation between the visibility grid, patches,
and pillars proves advantageous when the visibility is
solved. As noted at the beginning of this section, our visibil-
ity solution is an analogy to the solution done in the cloud
of PLS operating methods [29], where from each PLS a ray
is casted towards each hologram point, and if the ray inter-
sects the scene geometry, the corresponding hologram point
is kept unaffected as illustrated in Fig. 4(a).

The difference in our solution is that we have planar
patches instead of PLS. Since we defined the size of the
patches to be the smallest spatial detail of the scene, we can
process them as if they were PLS, i.e., when the visibility
is solved, a patch is either completely visible or completely
invisible. As a result, we cast all rays only from the patch
center.
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The second difference is a reduction of the number of
the cast rays. The reduction is achieved by testing only the
centers of the visibility grid cells. All hologram points then
adopt the result of all visibility tests from the correspond-
ing cell. This approximation can be interpreted as an ob-
stacle deformation observed from a hologram point of one
partially occluded cell, see Fig. 4(b). The maximal amount
of the deformation cannot exceed 1

2E max{Dx,Dy}, which
is less then the chosen minimal detail size. The error caused
by the approximation is therefore acceptable.

The third difference is the exploitation of the pillars. In-
stead of finding intersections between the rays and the origi-
nal scene geometry, we are finding intersections between the
rays and the pillars. This is advantageous due to the regular
organization of the pillars that can be used for accelerating
the intersections evaluation. The description of this acceler-
ation is included in Sect. 5.

The whole process that solves visibility of one particu-
lar d th patch ed

qt on coordinates (q, t) can be summarized
as follows. First, we test the patch visibility from all cells
of the grid Gκ . The test iterates through all cells, and for
each cell glo, it examines all pillars whether they obstruct
the patch ed

qt . If the patch is obstructed, the next cell is ex-
amined. Otherwise, we compute optical field values Ud

qt of
the patch ed

qt at the hologram points, and the values corre-
sponding to the cell glo are added to the resulting optical
field values U . Then, the algorithm continues with examin-
ing the next cell. Note that the optical field values are com-
puted only once for each patch at the moment of the first
successful visibility test and are reused for other success-
ful visibility tests. The complete algorithm is listed in Al-
gorithm 1. The first step of the algorithm dealing with the
objects decomposition is described in Sect. 5.

The computation of patch optical field values at hologram
points corresponds with a propagation of an optical field be-
tween two parallel planes in a free space. We know the opti-
cal field values at the patch ed

qt discrete points (it is an input,
see Sect. 5), and we are interested in optical field values at
hologram points on the plane κ . Both ed

qt and κ are planar
and parallel, and the distance between them constitutes the
distance of propagation.

One way to handle such propagation is via propagation of
the angular spectrum that is described in Sect. 2. The optical
field at the source plane is transformed into frequency do-
main using the Fourier transform. The resulting frequencies
constitute the angular spectrum of the optical field. Prop-
agation of the angular spectrum is done by one element-
wise matrix multiplication, and finally the desired optical
field values are obtained through an inverse Fourier trans-
form. The reason for using this approach is the fact that in a
discrete environment the Fourier transform is done through
FFT and this makes the whole approach very fast.

Algorithm 1 The core algorithm of the method
1: Decompose a scene into pillars � See Algorithm 2
2: Let the final optical field U be zero
3: for all cells gqt ∈ Gκ do
4: for all d such that the pillar pd

qt exists do
5: Create a patch ed

qt in the center of the front-
facing cap of the pillar pd

qt

6: for all cells gvw ∈ Gκ do
7: if the center of the front-facing cap pd

qt sees
the center gvw of the cell gvw then

8: if optical field Ud
qt is not calculated then

9: Calculate optical field Ud
qt from the

patch ed
qt

10: end if
11: Add a part of Ud

qt corresponding to the
cell gvw to U

12: end if
13: end for
14: end for
15: end for

In the previous paragraphs we described the principle of
our method. What is left is to describe the details of individ-
ual stages execution. The stages are objects decomposition
into pillars, calculation of optical field values from a patch,
and the specific approach to visibility solution. The details
are presented in the following section.

5 Execution details

In the previous section we presented a principle of our
method consisting of three fundamental stages: decompo-
sition of objects into a set of pillars and consequently into
a cloud of patches, calculation of optical field values due to
patches, and, finally, the visibility solution. In this section
we describe the important execution details of these stages.

The first stage of our method is the decomposition of the
scene objects into a set of pillars that further determines the
locations of patches. We make this decomposition via a ray-
casting [30]. From the center glo of each cell glo we cast a
ray into the scene. All rays are parallel to the Z-axis, and
each intersection of the ray and the scene determines a lo-
cation of one pillar cap. We denote each cap either as front-
facing and back-facing by using a normal n = (xn, yn, zn)

of the surface at the intersection. Since the normal n points
outwards and the Z-axis points from the hologram to the
scene, we base our decision on the sign of zn. If zn > 0,
the corresponding cap is back-facing, otherwise the cap is
front-facing.

Next, we build a set Slo that consists of all caps based
on intersections of the given ray and the scene. Since each
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cap has a known location, we sort the set Slo ascendantly by
the Z coordinate of the caps location. Usually, each front-
facing cap in the sorted set Slo is followed by a back-facing
cap, and these two caps define a single pillar. In a general
case, a singularity in the sequence may occur as a result of
a special triangular mesh and a ray configuration. The least
bothersome singularities occur in scenes that contain inter-
secting triangles. We consider such scenes as invalid since
such cases can be avoided easily. We consider and discuss
further only the singularities caused by a ray hitting an edge
or a vertex of a triangle and by having an unclosed mesh in
a scene.

The addressed singularity occurs when the scene contains
an unclosed mesh or when a ray intersects an edge of a tri-
angle. In this case a front-facing cap is generated without
a corresponding back-facing one or vice-versa. In order to
rectify the singular pillars, we add a missing cap. The miss-
ing cap is shifted from the existing one along the Z-axis. We
choose the shift distance to be equal to the chosen detail size
mentioned in Sect. 4. If the shift causes the rectified pillar to
intersect with another pillar, we merge both pillars together.
By repeating the process for all cells glo, we generate all the
pillars that are further needed for solving the visibility and
creating the patches. The algorithm is listed in Algorithm 2,
and it corresponds to the step 1 in Algorithm 1.

In the next stage, our method generates patches and cal-
culates their optical field values. The center of each front-
facing cap is located at xd

lo = (xd
lo, y

d
lo, z

d
lo), and we cen-

ter the patch ed
lo at xd

lo. Now, we need to choose the op-
tical field on the surface of each patch. In the real world,

Algorithm 2 A decomposition of a scene into pillars
1: Let S be the scene
2: for all cells gqt ∈ Gκ do
3: Let R be a ray that is parallel with the Z-axis
4: Send R from the center of the cell gqt towards the

scene
5: Find intersections Sqt = R ∩ S, each intersection is

a cap
6: Mark the caps in Sqt either as front-facing or back-

facing
7: Sort caps in Sqt in ascending order of their Z coor-

dinate
8: if Sqt contains singularities then
9: Adds caps to Sqt such that every front-facing cap

is followed by a back-facing one
10: end if
11: for all front-facing caps in Sqt do
12: Build a pillar pd

qt using the front-facing cap and
the following back-facing cap

13: end for
14: end for

the optical field would be determined by the light interac-
tion with the scene content. However, the interaction is very
complex, and thus we do not try to simulate it. Instead of
that we create the optical field for each patch locally without
considering the global interaction. Also, we do not distin-
guish between light reflected and emitted. So, we consider
all patches as light sources with the given optical field char-
acteristics.

Since we operate in a discrete environment, the optical
field is a grid of complex values where each value is defined
by its amplitude and phase. The phase distribution over the
optical field of a patch has a direct impact on the directional
distribution of light propagating from the patch. Although
the relation can be used for creating more complex reflec-
tive/emissive surface behavior, we decided to simulate only
diffuse surfaces, i.e., uniform radiation/reflection into all di-
rections. This behavior can be achieved by setting the phase
of each optical field value of a patch randomly. The ampli-
tude, on the other hand, determines only an amount of emit-
ted/reflected light. Since a patch is too small for an ampli-
tude variation to have any noticeable effect, we keep the am-
plitude constant for all optical field values of the given patch.
The amplitude is quantified as a square root of intensity [9],
and therefore we exploit the computer graphics illumination
models for calculating the amplitude from the intensity re-
flected/emitted from the original surface at a location xd

lo of
the patch. The used illumination model is briefly described
in Appendix A.1.

Since we now know the optical field values at all patches,
we can proceed with the calculation of the optical field val-
ues at the hologram points. We defined the patch ed

lo as a
square section of a plane parallel to the plane κ . This allows
us to calculate values of the optical field Ud

lo through the an-
gular spectrum propagation that was introduced in Sect. 4.
The distance of propagation is zd

lo. We decided to use propa-
gation of the angular spectrum because it allows solving the
propagation efficiently. The efficiency is actually a conse-
quence of a discrete environment in which we can employ
FFT instead of the Fourier transform yielding a computa-
tional complexity O(N2 logN) instead of O(N4), which is
the computational complexity of the Fourier transform.

Alternatively, our method allows using the Fresnel ap-
proximation for calculating the optical field values gener-
ated by a patch at the hologram points. Unlike propagation
of the angular spectrum, the Fresnel approximation requires
only a single FFT for operation as shown in Appendix A.2.
However, the Fresnel approximation can only be applied if
the patches are sufficiently distant [9] from the hologram
plane. In our case, this can be easily managed by placing the
whole scene sufficiently far away. This means that we are
able to calculate patches with completely random phase dis-
tribution for a cost of a single FFT. This is in contrast to the
methods described in [21, 22], where optical field propaga-
tion is solved also between scene elements. In such a case
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the sufficient distance cannot be usually maintained, and the
Fresnel approximation cannot be used, i.e., every scene ele-
ment requires at least two executions of FFT.

The last stage of our method solves the visibility. As we
already noted before, one PLS or one patch in our case in-
fluences the optical field values at all hologram points. That
is true providing no obstacle is placed between PLS and the
hologram plane. If there is such an obstacle, only those holo-
gram points that are located outside of the shadow casted
by the obstacle are influenced. Note that even though this
omits diffraction on the obstacle, it produces acceptable re-
sults [29]. In our method we have to test the mutual visibil-
ity of each patch against each visibility grid cell. We do it by
casting a ray from a patch to a cell and test the ray against
all pillars for an intersection.

For a better performance, we can exploit the regular orga-
nization of the pillars and their close relation to the visibility
grid Gκ as we described in Sect. 4. As a consequence, we
are able to exclude from the visibility test those pillars that
can never be intersected by a ray connecting a cell and a
currently tested patch. The exclusion is based on observa-
tion that the cell to which the currently tested patch belongs
and the cell whose visibility we are trying to determine con-
stitute two endpoints of a line on 2D raster, i.e., the visibility
grid. Only the pillars that belong to the grid cells intersected
by that line can be intersected by the corresponding visibil-
ity test ray. Finding the intersected cells is a problem closely
resembling the problem of a line rasterization that is a well-
known problem solved by the computer graphics. One of
existing algorithms known as DDA [7] is used with a slight
modification to calculate a depth along the ray.

In order to explain the process, let gvw and ed
st be the cell

and the patch, respectively, that we want to test. Using the
DDA algorithm, we find all possible index pairs (a, b) that
identify the intersected cells as illustrated in Fig. 5. Since
each pillar corresponds to a cell, the DDA algorithm iden-
tifies potentially intersected pillars as well. During exami-
nation of an intersected cell gab , we test all pillars pd

ab . The
test for intersection of the ray and a pillar is done by compar-
ing the depth intervals corresponding to all pillars pd

ab with

Fig. 5 Traversing cells in the visibility grid by the 2D-DDA algorithm.
All pillars belonging to the grayed cells has to be tested

a corresponding depth interval of the ray. The correspond-
ing depth interval of the ray is the interval between the point
where the ray enters to the cell gab and the point where the
ray leaves the cell gab . If the depth intervals are not mutually
disjunctive, the cell gvw and the patch corresponding to the
front facing cap of the pillar pd

qt are mutually invisible.
After solving the visibility the method proceeds as de-

scribed in Sect. 4. The visibility solution is our method’s
last stage that we described in detail. In the following sec-
tion we estimate a computational complexity and compare
it with a computational complexity of PLS-based and FFT-
based methods.

6 Computational complexity

We presented a method for digital hologram generation. The
method intentionally reduces a level of detail to decrease the
computational time. The digital hologram generation field
lacks a methodology for comparing the output and the per-
formance in general. Hence, we decided to compare the
computational complexity. In this section we present an esti-
mation of a computational complexity of the method and its
comparison to different principles used by other methods.

Let us express the computational complexity formally.
For simplicity, let us assume that the optical field values are
calculated at N ×N hologram points. The number of visibil-
ity grid cells along a single axis is C = �N

E
�, see Fig. 1. For

a single patch, the estimated number of operations is a sum
of a number of pillars that are examined during the visibility
test and the number of steps required for FFT. The compu-
tational complexity of 2D FFT is O(N2 logN). The number
of pillars examined during DDA traversal can be expressed
as follows. If the cell g00 is the starting one and the cell gvw

is the ending one, the number of examined cells is v + w at
maximum. An exception is the case where v = w. In such
a case we assume that the ray traverses from one cell to the
next one through the common corner and that the number of
examined cells is v. We can, therefore, use an arithmetic se-
ries to express the total number of examined cells when the
visibility of the patch ed

00 corresponding with the cell g00 is
solved. Computing the sum of the arithmetic series and as-
suming that each cell contains K pillars in average, the total
computational complexity of processing one patch is

O

[
N2 log2 N + K

(
C3 − 3C2 − C

2

)]
. (3)

The expression in (3) is valid for other cells as well, so we
can now express the total complexity for the whole holo-
gram. As K � C, we consider KCn ≈ Cn, n ∈ N, in (3).
Since C = �N

E
�, (3) becomes

O

(
N2 log2 N + N3

E3
− 3

2

N2

E2
+ 1

2

N

E

)



Detail-driven digital hologram generation 91

≈ O

(
N2 log2 N + N3

E3

)
. (4)

There are KC2 ≈ C2 patches that have to be processed.
Therefore, for a larger N , the computational complexity of
the complete generation process is approximately

O

[
N4

(
log2 N

E2
+ N

E5

)]
. (5)

Let us now compare our method with different methods
based on different principles.

Methods which operate with a cloud of PLS yield a com-
putational complexity of O(PN2), where P denotes the to-
tal number of PLS. This complexity does not include visibil-
ity solution. If the cloud of PLS represents a solid surface,
P ≈ N2 for common scenes, and therefore the total com-
plexity becomes O(N4). The expression in (5) shows that
our method has a lower complexity if ( 1

E2 log2 N + N

E5 ) < 1

and, for larger N , if N < E5.
Methods using FFT yield a computational complexity

of approximately O(T N2 log2 N), where T denotes a to-
tal number of planar surfaces, i.e., triangles, in a scene.
This complexity includes visibility solution. According to
the expression in (5), our method has lower complexity if

T ≥ N2

E5 (E3 + N
log2 N

). Verification of assumed relations is

presented in Sect. 7.

7 Results

We implemented our method and tested it on various scenes.
Optical fields calculated by our method were evaluated
through numerical simulations and optical experiments.
This section presents and discuss the obtained results.

The simplest scene we used for testing our method is a
scene containing a single plane parallel to the plane κ . In
such a case our method is reduced to a proven Babinet’s
principle. Babinet’s principle describes a relation between
disturbances caused by two different screens put between
the source and the observing plane. Since Babinet’s princi-
ple is not crucial for presenting of results, we describe the
principle and its relation to our method in Appendix A.3.

Furthermore, we tested our method on three scenes hav-
ing different characteristics. The first scene “Convex” con-
sists of one convex object. This is the simplest scene be-
cause for each cell gκ

lo, there is at most one pillar pd
lo. The

second scene “Primitives” consists of several simple objects
spatially distributed at significantly different depths. This
scene demonstrates ability of our method to handle visibility
and objects at significantly different depths. The third scene
“Chessboard” is spatially more complex and contains small
details. By this scene we demonstrate an influence of the
decomposition on the visual quality of results.

For generating the results, we used the same parameters
as those ones in Sect. 6, i.e., the pitch between samples is
7.0 µm, the patch consists of 32 × 32 samples, and the res-
olution of the calculated optical field is 6,144 × 6,144 sam-
ples. Among others, this is almost the maximum size of the
hologram that we are able to handle in optical experiments.
Notice that the size of the patch corresponds to a pixel size
of a contemporary LCD, i.e., 0.22 mm.

Presented figures show an intensity of calculated optical
field values because intensity is the only attribute that can
be detected by the viewer. The intensity is either calculated
from a numerical reconstruction or captured by a camera
during an optical reconstruction. Both procedures are de-
scribed in the following paragraph. In either case, the re-
sulting images are not enhanced digitally except for scaling
down and moving the white and the black point. Nonlinear
deformation of intensities or filtering that might fake the vi-
sual quality is not applied.

In the case of numerical reconstruction we project the
calculated optical field on a planar screen and calculate in-
tensity as Imn = |umn|2, where umn is the value of the op-
tical field at the point umn. We project the optical field by
propagating the angular spectrum. To improve accuracy of
results, we pad the optical field with zeros to a resolution
of 18,432 × 18,432 values (18,432 = 3 × 6,144) before the
propagation. Calculated images show the scene that is sharp
at the propagation distance, while the rest of the scene is
blurred. Since the numerical reconstruction does not use a
lens and a pinhole, calculated images lack perspective and
have no depth of field.

In a case of the optical reconstruction we convert the op-
tical field into a hologram by adding a reference wave and
calculating intensity of the result [10]. We print the holo-
gram and illuminate it with a quasi-coherent light source.
To simulate the viewer, we use a regular camera with lenses
to capture the intensity.

Fig. 6 (a) A numerical reconstruction of the scene “Convex,” and (b) a
rendering of the scene “Convex” using a standard means of computer
graphics. The rendering uses an orthogonal projection of the scene,
and it has a lower spatial resolution that is equal to the resolution of the
visibility grid



92 I. Hanák et al.

Fig. 7 The numerical reconstructions of the scene “Primitives” at var-
ious depths. The scene contains six objects, and we focused on three of
them: (a) a cone at a distance of 0.40 m, (b) a cylinder at 0.45 m, and

(c) a cube at 0.50 m. Furthermore, (d) a cone at 0.40 m is presented
without properly solved visibility. When compared to the cone (a), the
left side of the cone (d) is disturbed by other objects that are blurred

Fig. 8 The optical reconstructions of the scene “Primitives” captured
by a camera. (a) A tip of the cone occludes an edge of a cube, while (b)
the tip is below the edge of the cube when viewed from a different lo-
cation. Although the relative location of the cone and the cube changes
due to a perspective distortion, the visibility is correct in both cases

The numerical reconstruction in Fig. 6(a) shows that our
method works for a single convex shape. The only differ-
ence between a classical computer graphics rendering of the
scene at lower resolution depicted in Fig. 6(b) and the recon-
struction is a blur and a grainy texture. Patches in the middle
of the shape are almost in focus, while patches closer to the
edge of the shape are out of focus and therefore blurred. The
grainy texture on the surface is caused by a random phase
distribution of an optical field of the patch. Since the size of
the grain is similar to the pitch between points umn, it is too
small to disturb the viewer significantly.

How well our method handles visibility is illustrated in
Fig. 7(a, d). A result in Fig. 7(d) shows a cone disturbed
by blurred objects behind the cone because it was recon-
structed from an optical field that was calculated without
applying results of visibility tests. Especially the left side of
the cone is affected. Unlike that, a result in Fig. 7(a) shows
an undisturbed cone thanks to our solution of the visibility.
Results in Fig. 7(a–c) show that objects at various depths
were encoded into the optical field successfully. Objects in

Fig. 9 (a) A numerical reconstruction of the scene “Chessboard” com-
pared with (b) a computer graphics rendering done at full resolution

the focus are sharp with well-defined edges, while the rest of
the objects is blurred. This shows an ability of our method
to handle scenes containing objects at significantly differ-
ent depths. Furthermore, the ability to handle visibility is
verified through the optical reconstruction. As illustrated in
Fig. 8, objects change their relative positions due to the per-
spective distortion when viewed from different angles. A top
of a cone in Fig. 8(a) occludes an edge of a cube, while
in Fig. 8(b) the top of the cone is below the edge of the
cube. Since objects do not overlap in images, the visibility
is solved correctly.

The effect of a detail reduction on a scene containing a
small detail is presented in Fig. 9. When compared to a full
resolution rendering in Fig. 9(b), the reconstruction depicted
in Fig. 9(a) shows an expected reduction of scene detail. Be-
sides that, the reconstruction contains already the mentioned
blur and the grainy texture.

As the next step, we tested validity of computational
complexity derived in Sect. 6. For that purpose, we mea-
sured computation times for the scene “Primitives” using
various resolutions of the optical field and various resolu-
tions of the patch. The method was implemented using the
C++ language and the FFTW library [6]. All times were
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Fig. 10 Time measurements of
the implemented method with
various parameters:
(a) a constant resolution of the
patch and (b) a constant
resolution of the optical field.
Graphs also show an estimated
computation time that was
calculated using (5).
Measurements illustrate a
similarity between measured
times and times estimated from
the computational complexity

measured on a PC with Intel Xeon 3.2 GHz. The measured
times were compared to times predicted by computational
complexity.

In the first set of measurements we kept the resolution of
the patch equal to 32 × 32 values, and we calculated optical
fields at various resolutions. The pitch between the values
was scaled proportionally to the resolution of the field so that
its real size is always 43 × 43 mm. This preserved the ratio
of a number of pillars to a number of cells almost constant,
and therefore we were able to compare the measured times.
Results of the measurements are provided in Fig. 10(a). In
the second set of measurements, we kept the resolution of
the optical field equal to 6,144 × 6,144 values and used dif-
ferent resolutions of the patch. Unlike the first set, we kept
the pitch between points umn constant. This again preserved
the ratio of a number of pillars to a number of cells. Results
of the measurements are provided in Fig. 10(b).

The predicted times correspond to a result of (5) multi-
plied by a constant σ . This is because the expression in (5) is
a computational complexity where multiplicative constants
are neglected. The constant σ modifies the result of the ex-
pression in (5) so that the predicted time pc becomes equal
to a calibration measurement tc. The calibration measure-
ment tc is measured using an optical field of 6,144 × 6,144
values with a patch of 32 × 32 values. Therefore, the pre-
dicted time pp corresponding to a measured time tp is
pp = σsp , where σ = tc

sc
, and sc and sp are results of the

expression in (5) calculated with parameters corresponding
to the measurements tc and tp , respectively. The estimated
times presented in Fig. 10 correspond with measured times,
and we can consider the expression in (5) as a valid estima-
tion of the computation complexity of our method.

Next, we verified our assumptions about other methods.
For purpose of time estimation of other methods, we imple-
mented a PLS method and an FFT method and measured
time per a single PLS and per a single triangle, respectively.
The implementation of PLS-based method omits visibility,

and the implementation of FFT-based method is a partial im-
plementation. The original FFT-based method as described
in [21] consists of five steps that are executed in a sequence:
tilting of the angular spectrum, conversion of the spectrum
to the spatial domain, rasterization of a triangle, calculation
of the spectrum, and application of the propagation operator
similar to (2). We implemented only the second, the fourth,
and the fifth steps. Therefore, in both cases we obtain a lower
estimation, and a full implementation will be either the same
or even slower.

We used similar parameters as in the previous mea-
surements, i.e., a sampling step of 7.0 µm, a resolution
6,144 × 6,144 samples, and a patch resolution 32 × 32
samples. The measurement was executed on a PC with In-
tel Xeon 3.2 GHz. Considering the methods depending on a
cloud of PLS, we estimated that our method is faster if the
scene consist of more than 470,844 PLS. However, the mea-
surement showed that the minimum is 33,845 PLS. Consid-
ering the FFT-based methods, we estimated that the mini-
mum number of triangles is 37,413 triangles, but the mea-
surement showed that the minimum number of triangles is
10,144 triangles. This proves that the comparison of meth-
ods through the expression in (5) is valid, and our method
has the potential to be faster than the pure FFT-based meth-
ods and the pure PLS-based methods.

Furthermore, we tested an effect of using different sizes
of patches on the overall visual quality. For the testing, we
used the scene “Primitives” because it contains objects at
various depths. We reconstructed the fields at 0.5 m (the
cube) using the same parameters as in Fig. 7. The numerical
reconstructions that are presented in Fig. 11 show expected
decrease in the spatial resolution. The only disturbing ar-
tifact is the overlapping blur at edges of the patches. This
is caused by the visibility approximation that cannot han-
dle such a small detail. Nevertheless, we assume that larger
patch size will be used only for preview purposes, and there-
fore the degradation visual quality with increasing patch size
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Fig. 11 The numerical reconstructions of the scene “Primitives” at 0.50 m (a cube). Used optical fields were calculated considering a different
resolutions of the patch, i.e., (a) 48 × 48 samples, (b) 64 × 64 samples, (c) 128 × 128 samples, and (d) 256 × 256 samples. For a patch resolution
of 32 × 32 samples, refer to Fig. 7(c)

can be neglected. A smaller patch size of 32 × 32 samples,
which will be used for the final holograms, did not cause
any visible and disturbing artifacts in optical reconstruction
depicted in Fig. 8.

In this section we presented numerical and optical re-
constructions. These reconstructions turned out to corre-
spond with the input scenes quite well. We also verified the
estimated computational complexity by comparing it with
the measured times. To complete the evaluation, we com-
pared our method to a PLS-based method and an FFT-based
method. For that purpose, we used partial implementations
that gave as lower estimations of time, and we showed that
our estimations can be considered valid. However, we are
not able to provide a comparison with a digital hologram of
a real-world scene due to lacking a proper equipment.

8 Conclusion and future work

Our main goal when we were developing the proposed
method was to achieve the ability to control the level of de-
tail recorded in a hologram in order to reduce the calcula-
tion time. We fulfilled the goal by decomposing objects to
patches. The size of patches controls the level of detail. In
order to maintain a good visual quality, the size should be
chosen as close to the human observer resolution as possi-
ble. However, if speed of evaluation is more important, the
level of detail can be lowered even further in order to reduce
the calculation time. This ability is useful for generating fast
previews or for generating large holograms.

In the presented method we have employed two quite se-
vere approximations. The first approximation replaces the
surfaces in the virtual scene with patches having lower spa-
tial resolution. Despite this approximation, we are able to
handle a majority of the surface such that they appear solid
in reconstructions. The second approximation is an estima-
tion of the visibility using geometric optics at the reduced

resolution. Despite this approximation, the viewer or a cam-
era sees the scene without any artifacts caused by unex-
pected overlapping or disappearing of objects. Therefore our
method can be applied to generate holograms of visually at-
tractive virtual scenes.

To evaluate our method even further, we estimated com-
putation complexity and verified it experimentally. The es-
timated complexity shows a speedup when compared to the
hologram generation from a large cloud of PLS. Also, with
increasing number of triangles in the scene, our method
can calculate the optical field faster than methods that use
strictly a propagation of the angular spectrum.

The presented results were created by an implementation
intended as a proof of concept, and this was our goal. Thus,
there is still a space for improving the performance of the
method and optimizing the implementation. One of areas for
further improvement is a process of objects decomposition
to patches. The process is not well suited for large planar
surfaces that are almost perpendicular with the recording
plane. The worst case scenario is an axis-aligned cube. In
such a case, only the front face of the cube will be recorded.
In the future work we will deal mostly with developing of
more efficient decomposition process that shall render the
limitation obsolete.
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Appendix

A.1 Phong’s illumination model

The original Phong’s illumination model was published in
[26]. We use the slightly modified version as presented in
[3, 30]. To estimate the intensity of light reflected from a
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surface point towards the viewer position, we need to know
the normal vector n at the examined surface point, the light
vector li that represents direction to the ith light source, the
incident intensity Ii of the ith light source, the view vector v
that represents the examined outgoing direction, the vector
hi bisecting the angle subtended by li and v, and material
properties, i.e., the diffuse reflectivity rd , specular reflectiv-
ity rs , and the coefficient n indicating the smoothness of the
surface. If all vectors n, li , and hi are normalized, then the
outgoing intensity O is obtained as

O =
∑

i

Ii

[
rD(n · li ) + rs(n · hi )

n
]
. (6)

A.2 Fresnel approximation

The theory can be found in [9]. The setup is similar to a
setup in Sect. 2. Let there be two planes. The first plane is
populated with a regular grid of points umn, and the second
one with a regular grid of points vmn. The planes are par-
allel, and there is no obstacle in-between. The orthogonal
distance between the planes is z and the orthogonal projec-
tion of grids overlaps. If we know the optical field values at
the points umn, we can calculate optical field values at the
points vmn as

vmn =
∑

m′

∑

n′
um′n′

exp(ikr)

r

z

r
, (7)

where r = [D2
x(m − m′)2 + D2

y(n − n′)2 + z2]1/2 is the dis-
tance between the point vmn and the point um′n′ , Dx is the
distance between two neighboring points along the X-axis,
Dy is the distance between two neighboring points along the
Y-axis, and i is the imaginary unit.

Next, we approximate the distance r by the first two
terms of Maclaurin expansion, i.e.,

r ≈ z + D2
x(m − m′)2 + D2

y(n − n′)2

2z
. (8)

The approximation is valid only for a minimal orthogonal
distance between the planes. When the approximation is ap-
plied, the optical field at points vmn becomes

vmn = exp(ikz)

z
exp

(
ik

x2 + y2

2z

)

×
∑

m′

∑

n′
um′n′ exp

(
ik

x′2 + y′2

2z

)

× exp

(
−i2π

xx′ + yy′

λz

)
, (9)

where x = mDx , x′ = m′Dx , y = mDy , and y′ = m′Dy .
The resulting expression is known as the Fresnel approxi-
mation, and it resembles the Fourier transform of the sam-

ple modulated by the function exp(ik
x′2+y′2

2z
). Therefore, the

Fresnel approximation allows us to calculate optical field
values for a cost of a single FFT.

A.3 Babinet’s principle and its application

The Babinet’s principle [4] describes a behavior of an opti-
cal field disturbed by two planar screens. Both screens con-
tain openings that when added up fill the whole plane. Let
us have a source that emits waves and thus forms an optical
field U on the plane κ . If the first screen is placed between
the source and the plane κ , the optical field U is disturbed,
and an optical field U1 is detected on the plane κ instead.
Similarly, when the second screen is used, an optical field
U2 is detected on the plane κ . The relation between the fields
is U = U1 + U2.

Let us now consider a planar screen that is parallel to the
plane κ . An original source of waves is behind the screen,
and thus we can consider the screen to be a source of waves.
The waves emitted by the screen forms an optical field U

on the plane κ . Now, we make a half of the screen black,
i.e., opaque. As a consequence, we detect a disturbed opti-
cal field U1 on the plane κ . When the second half is made
black instead of the first one, we detect an optical field U2.
According to the Babinet’s principle, U1 + U2 gives us an
undisturbed optical field U . Furthermore, we apply the prin-
ciple on the field U1 to decompose it into two optical fields.
Such a recursive application of the principle can be repeated
until used screen contains only a single opening of a size
equal to the patch. Even in that case we are able to re-
construct the original field U from fields generated due to
screens. This shows that our method works for the scene
consisting of a plane parallel to the plane κ .
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