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Abstract—Techniques based on hashing are heavily used in many applications, e.g. information retrieval, geometry processing, chemical and medical applications etc. and even in cryptography. Traditionally the hash functions are considered in a form of \( h(v) = f(v) \mod m \), where \( m \) is considered as a prime number and \( f(v) \) is a function over the element \( v \), which is generally of „unlimited“ dimensionality and/or of „unlimited“ range of values.

In this paper a new approach for a hash function construction is presented which offers unique properties for textual and geometric data. Textual data have a limited range of values (the alphabet size) and „unlimited“ dimensionality (the string length), while geometric data have „unlimited“ range of values (usually \((-\infty, \infty)\)), but limited dimensionality (usually 2 or 3).

Construction of the hash function differs for textual and geometric data and the proposed hash construction has been verified on non-trivial data sets.
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I. INTRODUCTION

Hashing techniques are very popular and used in many applications. Their main advantage is a fast retrieval, in the ideal case with \( O(1) \) complexity. Unfortunately, in text processing a geometrical data processing is quite different as hash functions can form long buckets that cause unacceptable run-time in real situations. In geometric data processing we need to process \( 10^8 \times 10^8 \) of points consisting usually of three, i.e. \(<x, y, z>\) coordinates, or more coordinates. The situation is even more complicated by the fact that range of values for each coordinate is generally „unlimited“, i.e. the interval \((-\infty, \infty)\) has to be considered. In the text processing case, the dimensionality is „unlimited“, i.e. a string can be very long, e.g. the titin protein is described by the word \( \text{Methionyl-threonylthreonylglutaminylarginyl...isoleucine} \) which consists of 189,819 characters, but the range of values for each dimension is limited to the size of the actual alphabet.

It can be seen that there are significantly different requirements from those two applications to the hash function.

In the following text we explain how the hash function is constructed in general and then how the hash function is constructed for textual and geometric data. Experiments are described and obtained results are evaluated.

II. INTRODUCTION

Hashing techniques are based on an idea, that there is a hash function \( h(v) \) which gives a unique address to a table for the given primitive \( v \) with an acceptable “sparsity” of the table. This is the idea of perfect hashing [1] or nearly perfect hashing [9], which is not usable for larger data sets. In practical use hash functions [3-4], [6-7] do not return unique addresses for different primitives. It results to buckets, which might be pretty long and lead to unacceptable results in indexing and retrieving items from data sets.

There are actually two problems that should be resolved if the hash function is to be designed, i.e.:

- We should avoid the overflow operation in hash function computation. It is quite severe requirement which is quite hard to implement in general case.
- We should use the whole size of the table and reduce the bucket/cluster lengths as much as possible. The maximal and average cluster length should be as low as possible (cluster is usually implemented as a list of primitives for the cases when the hash function gives the same value).
- The hash function must be as simple as possible in order to have very fast evaluation.

There are several additional requirements that differs from application to application, e.g. distributed hashing etc.

In the following we show the approach taken on geometrical data case first and then how construction of the hash function would be made for textual data.

III. HASH FUNCTION CONSTRUCTION

Geometric case

Let us consider the geometrical case first. In this case the dimensionality of the given item is given, usually \( 2 (\langle x,y>\rangle) \) or \( 3 (\langle x,y,z>\rangle) \), but the range of values is “unlimited”.

Let us consider recommended hash function for geometrical purposes [2].

The original hash function was defined as

\[
\text{Index} = \int \left( 3 \left( \frac{\text{int}(|x| \mod Q)}{Q} + 5 \left( \frac{\text{int}(|y| \mod Q)}{Q} \right) + 7 \left( \frac{\text{int}(|z| \mod Q)}{Q} \right) \right) \mod m \right)
\]

where \( \text{int} \) is the conversion to integer - the fraction part of the float is removed, \( Q \) defines sensitivity - number of valid
decimal digits (numerical error elimination) - for 3 decimal digits set \( Q = 1000.0 \), \( m \) is the size of the hash table that is determined as described later, but generally as \( 2^k \) for fast evaluation of the \texttt{modulo} and \texttt{division} operations, \( X, Y, Z \) are co-ordinates of a vertex.

It should be noted that in the graphical data case the number of processed primitives, e.g. points, can easily reach \( 10^6 \) – \( 10^8 \).

The hash function shown above uses very simple formula that is recommended in many publications for small or medium data sets. Nevertheless when the property of the hash function was experimentally verified for elimination of duplicities of points, it has not proved good properties for larger data sets, see Tab.1. and Fig.1 - 2. Fig.3 - 4 presents rendered data sets. The experiments proved that the function has relatively stable properties nearly without significant influence of the coefficient \( Q \).

Table 1. Typical characteristic of the original hash function

<table>
<thead>
<tr>
<th>File</th>
<th>Number of triangles</th>
<th>Original number of vertices</th>
<th>Final number of vertices</th>
<th>Max. cluster length</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTHead</td>
<td>555 411</td>
<td>1 666 233</td>
<td>278 856</td>
<td>356</td>
</tr>
<tr>
<td>Gener</td>
<td>500 000</td>
<td>1 500 000</td>
<td>50 002</td>
<td>577</td>
</tr>
<tr>
<td>Teapot</td>
<td>159 600</td>
<td>478 800</td>
<td>80 202</td>
<td>110</td>
</tr>
</tbody>
</table>

One disadvantage of this hash function is that the coefficient \( Q \) depends on the data and can lead to mixing some vertices together. The second disadvantage is that the argument of the hash function can easily overflow.

For a simplicity assume that all co-ordinates \( X \) are from the \( < 0 , X_{\text{max}} > \) interval, similarly for others. Then we can compute maximal value \( \xi \) that can be obtained from the formula as

\[
\xi = \alpha \times X_{\text{max}} + \beta \times Y_{\text{max}} + \gamma \times Z_{\text{max}}
\]

Because the overflow operation must be avoided and also we must use the whole size of the table, the \( C \) coefficient must be determined as

\[
C = \min \{ C_1, C_2 \}
\]

where: \( C_1 \times \xi \leq 2^{32} - 1 \), \( C_2 = 2^{32} \) - \( 2^k \)

In order to get a maximal flexibility of the hash function we must use the whole address space interval (in our case \( <0, 2^{32} - 1> \)), influence of \( C_1 \) coefficient, and maximum of available memory, influence of \( C_2 \) coefficient.

So far we have dealt with the hash function property regardless to the length of the hash table. It must depend on the size of data we are going to process.

It is well known that the length of the table and estimated length of a cluster is in relation with the load factor \( \alpha \), see [2] for details. If we consider the load factor \( \alpha = 0.5 \) we can expect cluster length about 2.5.

The length \( m \) of the hash table can be expressed as

\[
m \geq N / \alpha
\]

where: load factor - \( \alpha = 0.5 \) used; the lower value should be
used the better spread out, \( N \) - number of points.

In practice the value \( m \) is chosen as \( 2^k \) in order to be able to use the **logical and** operator instead of **modulo** as this solution is much faster.

Nevertheless in some cases the co-ordinate range is not known. In this case the hash function can be easily modified so that co-ordinates are transformed by the function [Pasko95a]:

\[
x' = \left( \frac{x}{|x| + k} + 1 \right) * 0.5
\]

where: \( k \) is a parameter, \( 0 < k < \infty \).

This function transforms the interval of \( x \in (-\infty, \infty) \) to the interval \( x' \in (0, 1) \). This transformation preserves the stability of the hash function behavior and it is applied for the \( y \) and \( z \) co-ordinates as well. The hash function is then constructed similarly as if \( x_{\text{max}} = 1 \), now.

The hash function is to be very fast. The formula for \( \zeta \) is generally for float representation there is no need to convert values to integers.

Experiments proved that if coefficients of the hash function \( \alpha, \beta, \gamma \) are “irrational”, e.g. \( (\pi, e, \sqrt{2}) \), the length of clusters is significantly shortened. Distribution of cluster length for different data sets is shown at Fig.5 and Fig.6. Fig.7 show that if the table is made longer, no significant changes on distribution of length of clusters happens, see Appendix for more detailed information.

Figure 5. Number of clusters for CT Head

\[ (\alpha, \beta, \gamma) = (\pi, e, \sqrt{2}) \]

Figure 6. Proposed hash function property for Teapot.stl data

![Figure 6. Proposed hash function property for Teapot.stl data](image)

Figure 7. Proposed hash function property for CT Head if the table is longer 4-times

It can be seen that the proposed approch offers better distribution of data, generally shorter clusters and also faster hash function computation. It is independent from a user choice of “magic” parameter \( Q \). Other non-trivial geometrical data set have shown a similar behavior of the hash function.

**Textual data**

Textual data are quite different from geometrical data. There are several approaches published in many books. Traditionally the hash functions are considered in a form of \( h(v) = (f(v) \mod m \text{ where } m \text{ is considered as a prime number } f(v) \text{ is a function over a string of characters } v. \) It seems to be quite simple, but the **mod** operation with a prime is quite a time-consuming.

Let us consider a string of a length \( L \) as a \( L \)-dimensional vector, where each dimension has just one character and therefore a limited set of values given by the alphabet. It should be noted that a string can be very long; the longest word has 189 819 characters!

It means that we have the case with “unlimited” dimensionality, but “limited” set of value at each dimension. The fundamental requirement for any hash function is that a possibility of an overflow in computation has to be avoided in principal. It means that we have to be able to determine a maximal value of the function \( f(v) \), i.e. the value before **mod** operation is applied.

Considering a simple polynomial function in the form:

\[
h(x) = (C \cdot \sum_{i=1}^{L} q^i x_i) \mod m
\]

We can select a value \( q \in (0, 1) \) so the sum above is convergent.

The maximal value of \( f(x) \) can be easily determined as

\[
h_{\text{max}} = (C \cdot \sum_{i=1}^{L} q^i \varphi_i) \mod m
\]

Where \( \varphi_i \) is generally the highest value representing the last character in the given alphabet on the i-th position of the given string (string can consists of different alphabets on each string position). In majority of cases, the \( \varphi_i \) will be the same and representing ‘Z’ character.

Now we have to determine the constant \( C \) so that \( h_{\text{max}} \) value will be again from the interval \(<0, 2^{2L-1} \rangle \) or \(<0, 2^{2L} \rangle \).

To be able to compare different hash functions for textual data...
it is necessary to introduce some general criteria.

Let us assume that there are already \( N \) items stored in the data structure and \( I \) is the cluster length. Three basic situations can occur when a new item, i.e. a string, is inserted to the structure:

1. The item is not stored in the data structure and the appropriate cluster is empty. The item is inserted to this cluster. The cost of this operation for all such items can be expressed as
   \[ Q_1 = 0 \]

2. The item is not stored in the data structure so the whole cluster is to be searched and the item is to be inserted to an appropriate cluster. The cost of this operation for all such items can be expressed (because the cluster of the length \( I \) must be searched for all items in this cluster \( I \)-times, value \( I \) is powered by two)
   \[ Q_2 = \sum_{t=1}^{I} t^2 C_t \]

3. The item is stored already in the data structure so the corresponding cluster is to be searched and the item is not inserted to the appropriate cluster. Because only half of the cluster is to be searched on average, the cost of this operation for all such items can be expressed as
   \[ Q_3 = \frac{1}{2} \sum_{t=1}^{I} t^2 C_t \]

It is necessary to point out that the cost of the hash function evaluation has not been considered, as it is the same for all cases. The cost of item insertion to a cluster was omitted as the item is inserted to the front of the bucket. The final criterion can be expressed as

\[ Q = Q_1 + Q_2 + Q_3 = \frac{3}{2} \sum_{t=1}^{I} t^2 C_t \]

Empty clusters are not considered by this criterion because the hash table length \( m \) depends on the number of items stored. It can be seen that the criterion \( Q \) depends on the number of items. We used a relative criterion \( Q' \) to evaluate properties of hash functions for different data sets with different sizes defined as

\[ Q' = \frac{Q}{N} \]

Several experiments with coefficients \( \alpha, \beta, \gamma \) for the hash function were made recently. These coefficients were taken as decimal numbers and hash function behavior was tested for large data sets with very good results being obtained for geometrical applications. These results encouraged us to apply the hash functions to large dictionaries. In this paper two dictionaries, Czech and English, were used [5]. The proposed approach was also experimentally proved on French, German, Hebrew and Russian dictionaries as well.

There were several significant results from the previous experiments with large geometrical data sets. The most important assumptions of our approach have been:

- large available memory for applications is considered,
- the load factor \( f \) (will be defined later in this paper) should be smaller than or equal to 0.5,
- the hash function value should be in the interval of \( <0, 2^{12}:1> \) before the modulo operation is used to get a better spread for all considered items,
- the expected number of items to be stored is in the range \( <10^5:10^7> \) or higher,
- hash functions used for strings must be different from hash function used in geometrical applications, because strings can have various length, i.e. non-constant dimensionality, and characters are taken from a discrete value set,
- non-uniform distribution of characters in dictionaries will not be considered in order to obtain reasonable generality and simplicity.

Both hash functions were tested using Czech and English ISPELL dictionaries [5]. The data sets for both languages were taken from the ispell package for spell checking. The Czech dictionary contains approx. \( 2.5 \times 10^6 \) words and the English dictionary contains approx. \( 1.3 \times 10^5 \) words. Several experiments were made including slight modifications for the Czech language.

![Figure 8. Relative criterion Q' for Czech dictionary (I_a : min. 1.15, I_m : min. 6)](image)

\( I_a \) is an average cluster length, \( I_m \) is a maximum cluster length

![Figure 9. Relative criterion Q' for English dictionary (I_a : min 1.13, I_m : min 4)](image)

The properties of the hash function are very poor at the interval \( (0; 0.3) \). This behavior is caused by the non-uniform frequency of characters in words. The “perfect” overlapping of
some words causes the peaks for the multipliers of 0.125. For example: the strings “ab”, “aac”, “aaae”, … will have exactly the same value.

To improve the properties of the hash function and reduce overlapping the coefficient $q$ should be an irrational number. However it is not possible to store an irrational number on the computer in the usual way. Thus in the actual implementation the irrational coefficient $q$ is approximated using the closest available number on a computer with 64 bit double type. In this instance 17 decimal places were used for the representation of $q$. The experiments were repeated again for “irrational” values of $q$ in the interval $q \in (0.4; 0.9)$. Results of this experiment are presented in Fig.10 - 11.

It can be seen from the graphs that the properties of the hash function were improved and the relative criterion $Q'$ has lower value.

![Czech dictionary (end)](image)

![Figure 10. Relative criterion Q’ for Czech dictionary](image)

![English dictionary (start)](image)

![Figure 11. Relative criterion Q’ for English dictionary](image)

**Figure 12. Relative criterion $Q'$ for Czech dictionary when varying size of the hash table ($I_{s}: 1.02-2.58$, $I_{m}: 4-12$)**

**Figure 13. Relative criterion $Q'$ for English dictionary when varying size of the hash table ($I_{s}: 1.02-2.36$, $I_{m}: 3-10$)**

### Additional experiments

Conclusions drawn from recent experiments were also supported by additional experiments with other languages. In Tab.3 are the general properties of the dictionaries of the selected languages we used.

### Table 2. The general properties of additional languages

<table>
<thead>
<tr>
<th>Language</th>
<th>$M$</th>
<th>$N$</th>
<th>Table length</th>
</tr>
</thead>
<tbody>
<tr>
<td>French</td>
<td>285 992</td>
<td>220 291</td>
<td>524 288</td>
</tr>
<tr>
<td>German</td>
<td>309 838</td>
<td>294 899</td>
<td>1 048 576</td>
</tr>
<tr>
<td>Hebrew</td>
<td>10 669</td>
<td>10 669</td>
<td>32 768</td>
</tr>
<tr>
<td>Russian</td>
<td>963 212</td>
<td>956 715</td>
<td>2 097 152</td>
</tr>
</tbody>
</table>

$M$ - number of words in the data set, $N$ - number of unique words

The selected dictionaries were tested using the same hash functions as the Czech and English dictionaries. The Russian dictionary was processed like the Czech dictionary (both of them are Slavonic languages), i.e. the words are processed from the end. The hash function that processed words from the beginning was used for the other dictionaries. The results obtained are presented in Tab. 3.

It is obvious from Table 3 that the behavior of the proposed hash function with other languages is similar to that with Czech and English dictionaries.
### Table 3. The properties of proposed hash function for additional languages

<table>
<thead>
<tr>
<th>Language</th>
<th>$I_a$</th>
<th>$I_m$</th>
<th>$Q^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>French</td>
<td>1.22</td>
<td>5-7</td>
<td>-0.707</td>
</tr>
<tr>
<td>German</td>
<td>1.15</td>
<td>5-8</td>
<td>-0.638</td>
</tr>
<tr>
<td>Hebrew</td>
<td>1.16</td>
<td>4-6</td>
<td>-0.652</td>
</tr>
<tr>
<td>Russian</td>
<td>1.24</td>
<td>6-8</td>
<td>-0.726</td>
</tr>
</tbody>
</table>

$I_a$ is an average cluster length, $I_m$ is a maximum cluster length

#### IV. CONCLUSION

A new approach to hashing function construction for textual and geometric data was presented with experimental results obtained. The approach was tested on non-trivial data sets – geometrical and textual. Results proved that the hash function described can be effectively used for elimination of duplicacies in large textual or geometrical data collections.

The proposed approach can be used in many areas, especially in WEB indexing techniques and time critical textual and geometrical applications.
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![Influence of the table length for different data length](image)

**Figure A.1.** Maximal bucket length dependence on the number of vertices and the hash table length

Parameters: $(\alpha, \beta, \gamma) = (\pi, e, \sqrt{2})$ , $T$ is the recommended table length